














doing smoothing can be thought of adjusting the state to reduce the residuals (but so does iterating a batch solution) 

but again this is improving the solution during the fit span but not improving the propagation beyond it. 

 

In order to address the real issue of propagating the covariance into the future the method of using process noise will 

be briefly explained (again for a more rigorous treatment see Section 4.9 of Tapley [ibid]). An additional term is 

added to the state dynamics in the form dx/dt = Ax + Bu where the pertinent form for this discussion is that the 4
th

, 

5
th

 and 6
th

 terms of the vector u are additional accelerations for the velocity (4
th

, 5
th

 and 6
th

) terms of the state vector 

x. Without process noise the state is propagated by a state transition matrix  alone and the covariance is propagated 

via 
T
C. With process noise, the state is propagated via x +u and the new total covariance is propagated via 


T
C + 

T
Q, Q being the new additional covariance representing the uncertainty corresponding to the process 

noise and  being the equivalent of an additional transition matrix. For example if the process noise is a constant 

acceleration, A, then u is simply ½ At
2
 for the velocity terms of x, nevertheless a value of A has to be determined.  

For a similar example, see Appendix F.2 of Tapley [ibid]). For implementation, it is better to switch to Radial, In-

track and Cross-track (RIC) components [5] and deal with the corresponding accelerations and uncertainties, per the 

following discussion. 

 

 Implementation of Scaling  

 

All of the methods mentioned above require certain parameters to be given appropriate values. If they were known 

quantities, then their effects could be directly incorporated into the modeling. So instead, past variations in the 

difference between predicted and actual states are used as “uncertainty data” to fit the best values for the unknown 

parameters. Duncan and Long [5] did some early work for the Earth Observation System (EOS) satellites. More 

recently Zaidi [6] has updated that work for the same satellites and the OCO-2 navigation team has done a separate 

but similar analysis for their satellite which flies in the same set of Earth Science Constellations (ESC). 

 

One of the early findings is that it is difficult to actually model the dynamics of the process noise. This leads to a 

time dependence on the choice of parameters when doing the fitting. During most satellite operations, conjunctions 

whose TCAs are 3 to 7 days in the future are monitored but only preliminary maneuver design is performed. In the 

time period 1 to 3 days before TCA, the maneuvers are designed, screened, go through an approval process and 

implemented if necessary. Thus 3 days before TCA is a good choice for optimizing the fit, noting that although the 

fit may not be optimal for later times before TCA (i.e. 1 to 2 days before), the shorter propagation time implies less 

importance to the scaling. 

 

Another finding is that although the covariances obtained in the manner described above (or a similar manner) are 

relatively small, their size, which is due to what tracking system is used, has a large influence on the scaling that is 

required. For example, the scaling that the EOS satellites need with their medium-accuracy TDRSS tracking is about 

a factor of 10 in magnitude (at the 3-day point), while the high-accuracy GPS tracking used with OCO-2, CloudSat 

and CALIPSO (two other A-Train members) has a factor closer to 100 (after the proper weighting of the 

measurement noise in both cases). That is, the tracking and hence the (unscaled) covariance is about an order of 

magnitude better with GPS, so its covariance at the 3-day propagation point has to be scaled about 10 times more 

than the corresponding TDRSS covariance in order to represent the dominating solar flux uncertainty properly. 

 

There are several complicating factors in doing the fit for scaling. The adjustable parameters, in this case R’’, I’’ 

and C’’ (the standard deviations of the RIC accelerations mentioned above), are tuned so the scaled covariance 

matches the past “actual minus predicted” empirical data in a 
2
 sense. Care must be taken that covariance is not 

made too big since this can lead to either an erroneous high or low Pc, depending on what side of the Alfano curve 

[3] one is on. Also there is a question whether outliers should be removed; sometimes they represent the 

extraordinary behavior caused by solar storms. Although the seasonal or 11-year periodicities of the solar cycle can 

be accounted for readjusting the scaling every few months, the proper process to account for solar storms is still a 

work in progress.  

 

The combined covariance comes from adding the covariances from the primary and secondary objects. The 

Owner/Operator (O/O) of an individual mission can do the covariance scaling for the Primary, while the covariance 

provided by Joint Space Operations Center (JSpOC) must be used for the Secondary. And for the vast majority of 

the cases the covariance of the Secondary is much larger and dominates the Pc calculation. Thus the scaling done by 
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JSpOC with its own process is the most important; in fact, the scaling of the Primary covariance does not alter the 

Pc. However, when a maneuver of the Primary is scheduled to be performed between the current time and TCA, the 

contribution of the Primary covariance can become more important. Modeling and implementation of maneuver 

covariance is an on-going study. The general issues of scaling are exacerbated, for example if too large maneuver 

execution errors are (“conservatively”) included or if there are biases involved, then an improper Pc can be 

calculated. 

 

Another aspect of the way JSpOC models the covariance for the secondary is the inclusion of two separate “consider 

parameters” [1], one for the uncertainty in the atmospheric density and one for the uncertainty in the attitude of the 

object. The former is discussed in the next subsection. However, the latter should be kept in mind considering the 

secondary objects can be shaped like flat plates or hollow tubes and thus any change of orientation with respect to 

the velocity direction can cause large changes in drag, subsequently causing large uncertainties in their future 

positions.  

 

Atmospheric and Solar Activity Modeling  

 

There has been a lot of research and modeling done for predicting the future atmosphere that will not be directly 

addressed here. Rather a few examples of how the current status and need for improvements will be presented. Most 

missions get F10.7 flux estimates along with geomagnetic indices from the NOAA website 

(http://www.swpc.noaa.gov/). These get incorporated into an atmospheric model such as Jacchia-Bowman-

HASDAM 2009 (JBH09), DTM [7] or MSIS [8]. This process provides reasonably good predictions of atmospheric 

density when there are no solar storms in the prediction period. However, Hejduk [9] has presented cases when both 

the onset and cessation of a storm has been mis-modeled enough to cause orders of magnitude errors in Pc 

calculations. In an earlier paper [10] he also explained that JBH09 is based on empirical observations from a set of 

calibrating satellites and thus is limited in predictions of future atmosphere densities and even more so for the 

uncertainties associated with these predictions. This uncertainty is so great that CARA has created a tool just to see 

if increases in the solar activity will have a noticeable effect and whether it tends to increases or decrease the Pc 

[ibid].  

 

Another area of research indicates further limitations of the empirical models when they are compared to physics-

based global circulation models (GCMs). Sutton et al [11] explain that the empirical models do not account for the 

fact that neutral helium is the major constituent of the atmosphere in the 500 to 1000 km altitude range of interest. 

More importantly, at the pole experiencing a winter solstice, the density can be enhanced dramatically. Although 

this latitudinal dependence will be empirically averaged out when considering multiple orbits, it can cause an intra-

orbit alongtrack variation of several 10’s of meters that can be important in changing the outcome of close 

conjunctions. On the other hand, GCMs require their own set of input parameters and take a lot of computer 

power/time so the prudent approach is to improve the faster-running engineering models with data gleaned from 

running the GCMs [12]. 

 

4. POST-MANEUVER Pc THRESHOLDS 

 

In the previous paper [1] the basic thresholds of Pc = 1x10
-5

 for Risk Mitigation Maneuver (RMM) planning and 

1x10
-4

 for RMM execution were presented, along with a brief mention of a need for other thresholds. Since then the 

OCO-2 project approved some of these other thresholds, in particular the thresholds to apply to post-maneuver 

conjunctions. As described below, the maneuvers were first divided into RMMs which have limited flexibility in 

their timing and other maneuvers which can be postponed if necessary. It also became apparent that the time period 

between the maneuver and TCA also was a discriminator, so a series of thresholds was created. 

 

There is usually a specific secondary that an RMM is designed for, though often there are other secondaries that 

factor into the maneuver decision. But for the specific targeted secondary the new threshold guideline was to reduce 

the Pc by two orders of magnitude and also have Pc < 1x10
-5

. Heuristically, the former implies that the RMM is 

worth doing (that is, whether mitigating the conjunction risk justifies the risk to the spacecraft from doing any 

maneuver, and any potential loss of science) and the latter avoids having to immediately start planning a second 

RMM. For the other secondaries the Pc should be less than 1x10
-5

 if they occur within 48 hours of the RMM and 

less than 1x10
-4

 if they occur within 5 days after the RMM. The logic is similar for these choices, that is, trying to 

avoid immediately designing another RMM, especially in a rushed manner. 
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Other maneuvers include Drag Make-Up, Mitigation Correction Maneuvers (used to “undo” an RMM after a 

conjunction has passed) and Inclination Adjustment Maneuvers. The choices for them is that post-maneuver 

conjunctions with any particular secondary should have a Pc < 1x10
-6

 if it occurs within 48 hours of the maneuver, a 

Pc < 1x10
-5

 if it occurs within 72 hours of the maneuver and a Pc < 1x10
-4

 if it occurs within 5 days of the 

maneuver. Again, these maneuvers can be adjusted or postponed so they have somewhat tighter thresholds than is 

the case for RMMs. Another additional constraint for these maneuvers is that the total Pc from considering all of the 

secondaries should also be less than 1x10
-4

. 

 

Note that these have been accepted as OCO-2 guidelines rather than operational requirements. This permits some 

judgement to be used in marginal cases. For example, these thresholds were designed to be used at the time that the 

decision is made to “go or no-go” on a maneuver. If new tracking is obtained between that time and when the (non-

RMM) maneuver command is uploaded and a post-maneuver Pc is, say, 5 x10
-6

 then the upload would proceed as 

planned. The scenario would be different if the post-maneuver Pc was 5x10
-4

, which in that case all effort would be 

focused on waving off the maneuver upload. 

 

5. CONCLUSIONS 

 

The computer program PC4 successfully reproduces the results of the corresponding spreadsheet with better 

precision. The results from running PC4 gave insight into the ranges of both the current and future values of Pc. 

However the usefulness of Pc forecasting still has to be proven. Consider these three caveats: 

 

a) Accurate zero-mean, Gaussian PDF are assumed throughout the process. Any biases or improperly scaled 

covariances can have large effects on the results 

b) The forecasting tool relies on a good prediction of what the covariance at TCA will be once new observations 

are obtained. Efforts are underway to do this prediction (see the references in [1]) but considering the fact that 

most conjunctions become non concerns because the covariance shrinks (as opposed to the miss distance 

becoming large), the forecasting tools especially need accurate predictions of these future covariances for 

operational use. 

c) As mentioned here and the previous paper [ibid], confidence level results in the moderate range, say 20 to 80%, 

have limited usefulness in the sense they do not affect operational decisions. 

 

The first two of these caveats would benefit from better modeling, in particular for solar flux/atmospheric density 

predictions. However, tumbling secondary objects can also contribute to the positional uncertainty due to 

atmospheric drag. 
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