ABSTRACT

This paper proposes a simple yet reliable method for performing orbit determination or track initiation in the geosynchronous (GEO) regime of space using angle-only sensor observations. The main discovery communicated in this paper is a new online metric which allows the operator to assess in real-time if there is adequate observational data to solve the orbit determination problem and hence initiate a robust track state estimate and consistent covariance.

1. INTRODUCTION

A statistically rigorous treatment of uncertainty in the space surveillance network is a prerequisite to the robust tracking and reconnaissance of resident space objects (RSOs) and to supporting space situational awareness (SSA) operations such as conjunction analysis, sensor resource management, and anomaly (e.g., maneuver, change) detection. Common amongst these problems is the requirement of orbit determination which necessitates (i) the initiation of a track state from a sequence of sensor observations and (ii) a proper characterization of the uncertainty in the estimate often in the form of a Gaussian covariance matrix. This latter requirement is called covariance consistency.

The orbit determination problem in the geosynchronous (GEO) regime of space is of particular interest due to the ubiquity of angle-only electro-optical (EO) sensor observations and the challenges arising from a lack of observability in some RSO state components. This problem is most difficult when considering angle-only measurements from a single sensor because often there is high accuracy along the line-of-sight but little information in the observer-to-RSO range and velocity. Such issues in GEO are well known and have been addressed by many researchers in the field. The purpose of this paper is to provide some fresh insight into the problem and to suggest means for improvement. In particular, the paper addresses the dependency of RSO state covariance consistency on the quantity, time diversity, and geometric diversity of angle-only observations from a single EO sensor. Further, a metric is proposed which allows the operator to assess online, in the absence of “truth,” if there is sufficient data to robustly solve the orbit determination problem and achieve covariance consistency.

The proposed method for initiating a six-dimensional (6D) RSO track state (in either Cartesian Earth-centered-inertial or orbital element coordinates) and a consistent measure of its uncertainty (in the form of a full rank covariance matrix) takes a two-pronged approach in GEO. Firstly, single EO sensor angle-only measurements over a single sensor pass are fused into one single, smoothed, composite measurement and covariance by solving a linear batch least squares problem. This composite measurement, which we call a GEO tracklet, takes the form of a four-dimensional sensor observation encompassing both angles (e.g., right ascension and declination) and their rates. Secondly, GEO tracklets (hypothesized to emanate from a common RSO) over multiple sensor passes are fused into a full 6D track state and covariance by solving another batch estimation problem. The ability to generate a fully determined 6D state and consistent covariance in the second step is contingent on the time and geometric diversity of the GEO tracklets. Finally, once a full 6D RSO state and covariance is established through this method, traditional sequential filtering algorithms can be used (e.g., the extended or unscented Kalman filters) for subsequent space catalog maintenance and other supporting SSA operations.

Additionally, parametric studies on the time and geometric diversity of the sensor observations suggest that the condition number of the correlation coefficient matrix (derived from the RSO state covariance) provides a metric to assess the Gaussian assumption and consistency of the state uncertainty. Thus, the metric
allows the operator to delay the initiation of a full 6D state and covariance (rather than risk misrepresenting the uncertainty by an inconsistent covariance) until the diversity improves or a composite measurement of the same RSO from a second sensor becomes available.

The plan of the paper is as follows. In Section 2, we review the general mathematical framework of orbit determination and the resulting nonlinear least squares problem. In Section 3, we specialize this framework to GEO and develop our proposed two-step approach to orbit determination using angle-only data. The online metric for assessing covariance consistency is defined in Section 4. Finally, results are presented in Section 5 and conclusions are made in Section 6.

2. ORBIT DETERMINATION AND BATCH ESTIMATION

In this section, we review the general mathematical framework for orbit determination and batch estimation both with and without process noise in the dynamics. In the next section, we specialize the framework to GEO and propose a practical algorithm for initiating and fusing tracks in GEO from angle-only data from multiple EO sensors. In particular, we show how uncertainty (covariance) consistency in the initiated track state can be achieved and tested online despite not having any range data in the observations.

Given a sequence of m measurements or sensor observations \(Z_m = \{z_1, \ldots, z_m\}\) at times \(t_1, \ldots, t_m\), hypothesized to emanate from a common object, the objective of orbit determination and batch estimation is to obtain a representation of the (joint) posterior probability density function (PDF) \(p(x_0, \ldots, x_m | Z_m)\), where \(x_k\) denotes the dynamical state of the system at time \(t_k\), and to extract meaningful statistics (e.g., mean, covariance) from it in a consistent manner. It is assumed that the state evolves according to the discrete-time model

\[
x_k = f_{k-1}(x_{k-1}) + w_{k-1},
\]

where \(\{w_k\}\) is a zero-mean white noise sequence with \(E[w_k w_j^T] = Q_k \delta_{kj}\). The measurements \(z_k\) are related to the corresponding kinematic states \(x_k\) according to the discrete-time measurement model

\[
z_k = h_k(x_k) + v_k,
\]

where \(\{v_k\}\) is a zero-mean white noise sequence with \(E[v_k v_j^T] = R_k \delta_{kj}\). The measurement functions \(h_k\) are typically comprised of coordinate transformations from state space to sensor space. It is assumed in the model (2) that all sensors have been calibrated and all residual biases have been incorporated into the measurement noise sequence. The following independence assumptions are implied between the prior \(x_0\), the measurement noise sequence \(\{v_k\}\), and the process noise sequence \(\{w_k\}\):

\[
E[x_0 w_k^T] = 0, \quad E[x_0 v_k^T] = 0, \quad E[v_k w_j^T] = 0.
\]

Appealing to Bayes’ rule and the above assumptions, the joint posterior PDF is derived in Jazwinski\(^2\) and is found to be

\[
p(x_0, \ldots, x_m | Z_m) = c p_0(x_0) \prod_{k=1}^{m} p_{w_{k-1}}(x_k - f_{k-1}(x_{k-1})) \prod_{k=1}^{m} p_{v_k}(z_k - h_k(x_k)),
\]

where \(c\) is a normalizing constant, and \(p_0\) is the prior PDF of the state \(x_0\) at time \(t_0\). Further, in (3), the \(p_{w_k}\) and \(p_{v_k}\), for \(k = 1, \ldots, m\), are the respective PDFs of the process and measurement noise processes. In practice, they are often assumed to be Gaussian with zero mean and covariances of \(Q_k\) and \(R_k\), respectively.

The posterior PDF (3) is the complete description of the uncertainty of the state at each of the measurement times. In practice, a finite dimensional representation of the uncertainty is sought. Thus, the emphasis of the batch estimation problem is on how statistical information can be extracted from (3) consistently and accurately. Nonlinear optimization theory provides a framework for computing the modal trajectory or maximum a posteriori (MAP) estimate of (3). For a Gaussian prior with \(x_0 \sim N(\bar{x}_0, P_0)\) and Gaussian
noise processes as described above, the modal trajectory is obtained by solving the least squares or batch problem

\[
(\hat{x}_0, \ldots, \hat{x}_m)_{MAP} = \text{Maximize } p(x_0, \ldots, x_m | Z_m)
\]

\[
= \text{Minimize } \frac{1}{2} \| x_0 - \bar{x}_0 \|^2_{\bar{P}_0^{-1}} + \frac{1}{2} \sum_{k=1}^{m} \| x_k - f_{k-1}(x_{k-1}) \|^2_{Q_{k-1}^{-1}} + \frac{1}{2} \sum_{k=1}^{m} \| z_k - h_k(x_k) \|^2_{R_k^{-1}}.
\] (4)

In initial orbit determination, we do not have a prior; the term \( \frac{1}{2} \| x_0 - \bar{x}_0 \|^2_{\bar{P}_0^{-1}} \) is removed from the above formulation. Further, in space surveillance applications, the process noise term is very small and is commonly discarded (at least over the short time frames over which orbit determination is performed). In other words, deterministic dynamics are assumed which are typically specified in the form of an ordinary differential equation

\[ x'(t) = f(x(t), t). \]

The continuous-time dynamics implied by the above equations of motion can be cast in discrete-form using the solution flow,\(^3\) i.e., \( x(t) = \phi(t; x_0, 0) \), so that \( x_k = \phi(t_k; x_{k-1}, t_{k-1}) \equiv f_{k-1}(x_{k-1}) \). With deterministic dynamics and no prior, the MAP estimate at (the final measurement time) \( t_m \) simplifies to

\[ \hat{x}^{MAP}_m = \text{Maximize } p(x_m | Z_m) = \text{Minimize } x_m \frac{1}{2} \sum_{k=1}^{m} \| z_k - h_k(\phi(t_k; x_m, t_m)) \|^2_{R_k^{-1}}. \] (5)

Methods for solving nonlinear least squares problems, such as Gauss-Newton, full Newton, and quasi-Newton updates, along with globalization methods such as line search and trust region methods including Levenberg-Marquardt,\(^4\) are efficient and mature and will not be discussed further here. In the astrodynamics community, such solution techniques are called differential correction methods. In any nonlinear least squares problem such as (4) or (5), one must provide the solver a starting guess in order to initiate the differential correction method. This is the initial orbit determination (IOD) problem. In the case of measurement data from a single radar or EO sensor, a first estimate can be obtained using the classical methods of Lambert or Gauss (see, for example, Vallado\(^5\)). Additionally, for angle-only observations, a recent algorithm due to Gooding\(^6\) has shown promise for IOD scenarios involving both ground-based and space-based EO sensors.\(^7\)

Once the MAP estimate (5) has been found by solving a nonlinear least squares problem, the (osculating) covariance of the state at time \( t_m \) can be computed from\(^8\)

\[ \hat{P}_m = \left[ \nabla_x \nabla_x^T \left( \frac{1}{2} \sum_{k=1}^{m} \| z_k - h_k(\phi(t_k; x_m, t_m)) \|^2_{R_k^{-1}} \right) \right]^{-1}_{x = \hat{x}^{MAP}_m}, \] (6)

where \( \nabla_x \) is the gradient with respect to \( x \) viewed as a column operator. The MAP estimate (5) and covariance (6) provide a Gaussian approximation of the posterior PDF. We remark that (6) is precisely the Cramér-Rao lower bound\(^9\) which is the inverse of the Fisher information. Performing a singular value decomposition (SVD)\(^10\) of the Fisher information reveals the amount of information along each observable direction. The SVD analysis is of particular importance when considering angle-only measurements of objects in GEO because often there is high accuracy along the line-of-sight but little information in the observer-to-RSO range and velocity.

3. SPECIALIZATIONS TO GEO

The primary difficulty of the orbit determination problem in GEO is the absence of range data in the corresponding sensor observations. Although a well-defined solution exists to the nonlinear least squares problem (5) when processing angle-only data over a single sensor pass (the nonlinearities in the dynamics guarantee mathematical observability), it is often the case that the estimated range is unrealistic (i.e., outside the near-Earth environment) and the uncertainty in range is so large rendering any such solution of little practical use. In such cases, the instantiation of a robust track state and consistent covariance is simply not achievable.
In what follows, we propose a simple yet effective two-step method for solving the orbit determination problem in GEO which first processes angle-only data from a single sensor pass to generate a smoothed, composite measurement called a \textit{GEO tracklet} and then fuses multiple GEO tracklets (over multiple sensor passes) into a 6D state and covariance. An online metric, defined in the next section, can then detect if there is sufficient data to robustly solve the orbit determination problem and if the estimated covariance correctly characterizes the uncertainty in the track state estimate.

\textbf{Step 1: Initiate GEO Tracklets}

When processing angle-only data over a single sensor pass in GEO, the limited time and geometric diversity of the observations often prohibits an accurate range (and range-rate) estimate of the object. Further, the nonlinear least squares problem \((5)\) is highly ill-conditioned and the resulting covariance \((6)\) lacks consistency. Thus, in this initial processing stage, \textit{we propose to not even attempt to estimate the range and range-rate} and instead compute a smoothed observation formed from the angle and angle-rate information. Specifically, over the short time spans of a single sensor pass, a \textit{constant acceleration model in (angle) measurement space} is a good approximation to the (nonlinear) dynamics. Equivalently, given two-dimensional angle-only (e.g., right ascension, declination) observations \(z_1, \ldots, z_m\), we fit a quadratic polynomial through the observations by solving\footnote{The index \(q\) in \((7)\) usually coincides with the index of middle observation; i.e., \(q = \left\lfloor m/2 \right\rfloor\).}

\[
\min_{\theta_q, \dot{\theta}_q, \ddot{\theta}_q} \frac{1}{2} \sum_{k=1}^{m} \left\| z_k - \theta_q - (t_k - t_q) \dot{\theta}_q - \frac{1}{2} (t_k - t_q)^2 \ddot{\theta}_q \right\|^2_{R_k^{-1}}. \tag{7}
\]

The optimization problem \((7)\) is \textit{computationally cheap} because it is only a \textit{linear} least squares problem. A \textit{GEO tracklet} is the four-dimensional (4D) “composite measurement” formed from the angle \(\theta_q\) and angle rate \(\dot{\theta}_q\) estimates along with the corresponding \(4 \times 4\) covariance matrix. We acknowledge that a similar idea of using basic kinematics to precisely estimate the angular and angular-rate information was also proposed by Maruskin \textit{et al.} \^{11}

\textbf{Step 2: Fuse GEO Tracklets}

Let \(z_1, \ldots, z_m\) be a sequence of 4D GEO tracklets with corresponding covariances \(R_1, \ldots, R_m\), possibly originating from different sensors and hypothesized to emanate from the same object. By considering observations over multiple sensor passes in this step, the data often has adequate time and geometric diversity to permit an accurate estimate of the range and range-rate of the object and hence the full 6D track state. The fully determined 6D state \(x_m\) and covariance (in either Cartesian Earth-centered-inertial coordinates or orbital elements) is computed by solving the nonlinear least squares batch problem \((5)\). Because the time separation between the GEO tracklet data could be long, the dynamics encoded by the solution flow \(\phi\) in \((5)\) should encapsulate a sufficiently high-order gravity model (a \(J_2\) model at the very least). Once a fully determined track state and uncertainty is established through these two steps, one can then apply standard methods for nonlinear filtering (e.g., the extended or unscented Kalman filters) to update the track as new information becomes available.

\section*{4. AN ONLINE METRIC FOR COVARIANCE CONSISTENCY}

Just how much time and geometric diversity and the number of GEO tracklets needed to achieve a precise 6D state estimate and consistent covariance is a tricky problem especially if such an assessment needs to be done online in the absence of truth data. Parametric studies conducted in this research and outlined in the next section suggest a strong correlation between covariance consistency and the condition number of the correlation coefficient matrix of the state estimate. Given the components \(P_{ij}\) of the covariance matrix \(P\) of the state estimate, the components of the correlation coefficient matrix are defined by

\[
\rho_{ij} = \frac{P_{ij}}{\sqrt{P_{ii}P_{jj}}}. \tag{8}
\]

The condition number of a matrix is the ratio of its largest singular value to its smallest singular value.\footnote{The index \(q\) in \((7)\) usually coincides with the index of middle observation; i.e., \(q = \left\lfloor m/2 \right\rfloor\).}
Table 1. GEO tracklet initiation. Tabulated numbers are the $p$-values corresponding to the null hypothesis that the computed Mahalanobis distances come from a $\chi^2(4)$ distribution.

<table>
<thead>
<tr>
<th>$N_{\text{obs}}$ (right ascension, declination observations)</th>
<th>GEO_{1}</th>
<th>GEO_{2}</th>
<th>GEO_{3}</th>
<th>LEO_{1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.970</td>
<td>0.015</td>
<td>0.520</td>
<td>0.</td>
</tr>
<tr>
<td>40</td>
<td>0.998</td>
<td>0.700</td>
<td>0.020</td>
<td>0.</td>
</tr>
<tr>
<td>80</td>
<td>0.996</td>
<td>0.490</td>
<td>0.340</td>
<td>0.</td>
</tr>
<tr>
<td>200</td>
<td>0.004</td>
<td>0.520</td>
<td>0.180</td>
<td>0.</td>
</tr>
<tr>
<td>400</td>
<td>0.</td>
<td>0.</td>
<td>0.</td>
<td>0.</td>
</tr>
</tbody>
</table>

A heuristic justified by parametric studies, a large condition number of $\mathbf{\rho}$ can imply a lack of covariance consistency in the state estimate. An alternate analysis could consider the higher-order cumulants of the posterior PDF and then verify that they are sufficiently small to justify the Gaussian approximation (see, for example, Horwood et al.\textsuperscript{8}). Notwithstanding this comment, the condition number of a matrix is cheap to compute relative to higher-order cumulants of a PDF. Further, if the condition number of $\mathbf{\rho}$ is above some threshold, one can delay the fusion of the GEO tracklet sequence until more information becomes available rather than risk initiating an inconsistent measure of the state uncertainty. Exactly what this threshold should be is analyzed in the next section.

5. RESULTS

Validation of the proposed orbit determination method in GEO developed in the previous two sections uses simulated data representative of a real dataset. In generating the results of this section, simulated right ascension, declination observations are taken (from a truth trajectory) every 6 s with errors of $2''$. Four truth objects are considered. The truth objects labeled GEO_{1}, GEO_{2}, and GEO_{3} have elevation angles of 50°, 30°, and 15°, respectively, relative to an Earth-fixed EO sensor. The LEO_{1} truth object has a nearly circular orbit with altitude of 640 km, inclination of 30°, and elevation angle of 18° when viewed from the fixed sensor\textsuperscript{†}.

Table 1 shows the results of solving the linear least squares problem (7) for GEO tracklet initiation. In the table we vary the truth object and the number $N_{\text{obs}}$ of right ascension, declination observations used to generate the GEO tracklet (or, equivalently, the “length” of the tracklet). The tabulated numbers are the $p$-values corresponding to the null hypothesis that the Mahalanobis distance

$$M = (\mathbf{x}_{\text{est}} - \mathbf{x}_{\text{truth}})^T \mathbf{P}^{-1} (\mathbf{x}_{\text{est}} - \mathbf{x}_{\text{truth}})$$

comes from a $\chi^2$-distribution with four degrees of freedom\textsuperscript{‡}. All numbers in the table (and those in Table 2) are based on data taken over 1000 Monte-Carlo runs. For the three GEO objects, a consistent estimate of the right ascension, declination, and their rates, along with a corresponding $4 \times 4$ covariance matrix (by definition, this is a GEO tracklet), can be established (since $p$-values are generally larger than 0.01) for short to medium length tracks ($\lesssim 20$ minutes or $N_{\text{obs}} \lesssim 200$). For long tracks\textsuperscript{§} ($\gtrsim 20$ minutes or $N_{\text{obs}} \gtrsim 200$), covariance consistency breaks down. This is unsurprising because the simplified assumption that the dynamics can be approximated by a constant acceleration model in sensor space becomes less valid as the time span of the observations increases. This assumption also breaks down in LEO irregardless of track length. In these situations, it is necessary to solve the full nonlinear least squares problem (5), as one commonly does when performing orbit determination with radar observations.

Table 2 shows the results of fusing multiple 4D GEO tracklets by solving the batch least squares problem (5) in equinoctial orbital element space\textsuperscript{12} using a degree and order 70 gravity model. Tabulated numbers in black are the $p$-values corresponding to the null hypothesis that the computed Mahalanobis distances

\textsuperscript{†}The elevation angles (for both the GEO and LEO truth objects) correspond to the first observation. For short tracks, the elevation angles will be approximately constant over the duration of the track.

\textsuperscript{‡}In statistical hypothesis testing, one often rejects the null hypothesis if the $p$-value is typically less than 0.05 (or 0.01), corresponding to a 5% (1%) chance of observing results at least that extreme, given a true null hypothesis.

\textsuperscript{§}Such long tracks, especially in LEO, are generally not in view over their entire duration. The purpose of their inclusion was purely mathematical in order to “stress-test” the simplified assumption of the constant acceleration model in sensor space.

---

\textsuperscript{†}The elevation angles (for both the GEO and LEO truth objects) correspond to the first observation. For short tracks, the elevation angles will be approximately constant over the duration of the track.

\textsuperscript{‡}In statistical hypothesis testing, one often rejects the null hypothesis if the $p$-value is typically less than 0.05 (or 0.01), corresponding to a 5% (1%) chance of observing results at least that extreme, given a true null hypothesis.

\textsuperscript{§}Such long tracks, especially in LEO, are generally not in view over their entire duration. The purpose of their inclusion was purely mathematical in order to “stress-test” the simplified assumption of the constant acceleration model in sensor space.
which covariance consistency was obtained (with respective p-values greater than 0.05) had cond(\(\mathbf{\rho}\)) \(\lesssim 10^5\). Therefore, if the condition number is greater than \(\sim 10^5\), it is advised not to initiate a 6D track state and covariance (at the risk of misrepresenting the uncertainty by an inconsistent covariance) and instead wait until additional observations or GEO tracklets become available.

6. CONCLUSIONS

In this paper, we reviewed the general framework of the batch estimation problem for track initiation, both with and without process noise, and showed how a robust solution could be obtained for the problem in GEO. Further, we developed a reliable online metric, based on the condition number of the correlation coefficient

\footnote{In Table 2, the p-value of 0.0001 obtained for the 4 tracklet, 0.1 orbital period separation case appears to be an exception. Upon a more careful analysis of the data, there was one Monte-Carlo run which produced an outlier resulting in this small p-value. Rerunning this scenario with 10,000 Monte-Carlo runs (instead of only 1000) produced a statistically insignificant p-value of 0.5587.}
matrix $\rho$, to assess if there is sufficient data to initiate a robust track state and consistent covariance. Based on the Monte-Carlo simulations conducted in this paper, a simple rule of thumb for initiating a good orbit in GEO is the availability of at least 3 GEO tracklets and $\text{cond}(\rho) < 10^5$.
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