Demonstration of a Ka-Band communication path for On-Orbit Servicing
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ABSTRACT

The objectives of on-orbit servicing (OOS) missiamslude manipulation, proximity operations andpestion of

target satellites. Therefore the servicer satetiiten has to be teleoperated at low latency fereis# minutes to
fulfill these tasks. That means communication pkaysucial role for OOS missions because real tetepperation
including high data rates has to be realized. ®octhmmunication path from front end sensors ons#reicer

spacecraft to the operator on ground has to bengqed and the latency time has to be minimized.

Furthermore a long access time from the groundostas required because continuous communicatich tie

satellite is mandatory for most of the OOS taskss Tan be realized by an inter-satellite link &igeostationary
relay satellite, which has the advantage that ellgatin Low Earth Orbit (LEO) can be accessedrfrone ground
station for about half an orbit.

To evaluate both, the requirement of a long actieesfrom the ground station as well as the needl stiort latency
time, an end to end communication scenario was eémphted at the Institute of Astronautics (LRT) la¢ t
Technische Universitat Minchen (TUM). This scenanicdudes different spacecraft sensors (e.g. steagoeras,
LIDAR systems), a Ka-Band ground station and manhimee interfaces.

This paper describes the setup of a realistic gitimr of a communication path from a data sourcanperator
via space-link. Furthermore the method of latenayasuring depending on the data source is descrities.
communication architecture is embedded in a spaftesimulator to simulate On-Orbit Servicing scéosulike
Space Debris removal and target inspection.

1. INTRODUCTION

The idea of on-orbit servicing is to assemble, irepad maintain satellites in space [1]. This Hes advantage that
satellites which are basically in good conditiort have a minor malfunction do not have to be regaentirely.
Only the critical component will be changed. Oteeenarios could be refueling or lifetime extensibhose OOS
missions can be performed autonomic, telepresertunyans or be a mixture of both, meaning supervisee
Institute of Astronautics focuses its researcheal time teleoperation (RTTO) to enable telepresedtsupervised
operations with a human operator. In reality sutblgpresent OOS mission could look like the sdengictured in
Fig.1. A servicer satellite in low earth orbit diaknipulate a target satellite. Data produceddnssers on board of
the servicer satellite is transmitted over thermretink to the ground station where the human dypenaceives and
processes the data. After that the operator istaldentrol the servicer satellite via the forwdrk.

To enable RTTO three critical key aspects are reduihose are also necessary to perform succdstépresent
servicing [2]: Long continuous contact time, lowunal-trip delay and a high data rate. A long cordimiaccess
time from Earth to the servicer satellite can beoatplished by an intersatellite link via a datayesatellite (DRS)
in geostationary orbit (GEO) [3]. This is importdot efficient work since a direct link from a gnoai station to a



satellite in low earth orbit results in a continedink time of only a few minutes. A low round-trgelay and thus
also the elapsed time between recording data ordliba spacecraft until reception at the grountcstas critical
in the field of telepresent operated spacecraftalge a large round-trip delay degrades the peafoce of the
operator [4]. High data rates could be requiredinduisome mission phases (e.g. inspection, rendszamnd
docking) where the operator has a demand for semwbrideo data with high frame rates and highlugism [5].
This results in requirements for a high bandwidti,Itypically realized in higher frequency bandsthe Ka-band
(20 to 30 GHz).
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Figure 1: Typical real timeteleoperation (RTTO) servicing scenario

To evaluate the general feasibility of telepreseat time operation for OOS missions there haven lstedies [6] at
the Institute of Astronautics. The work focused different concepts of telepresent control whichluded

communication via a data relay satellite at lowadi@tes in S-band (2 GHz). The feasibility of orig¢h® above
mentioned points, the use of a geostationary ddéy satellite, was successfully demonstrated.dis$edvantage of
integrating a relay satellite into the communicatioop is the increase of the round-trip delay. &aingle hop the
propagation delay caused by the speed of lightasral 250 ms and for a relayed double hop it isiéugher in the
range of about 500ms. This is critical since fonmd-trip delays larger then 700ms humans lose ¢leény of

telepresence [7]. This limits the available time data compression, packetizing and display to @mrmim, which

could be hard to reach as some parts of the priogebad to be done on board of the servicer spafteand the
processing power of space qualified hardware igidith A demonstration that adequate round-trip yelequired

for telepresent real time teleoperation can be keptrealistic communication scenario under higtadates in the
Ka-Band has still to be done.

Therefore the big picture of the experiment preseérih this paper is to find out, if the round-tdglay from
generating data at the spacecraft including trassion via a DRS and displaying the data on grownmdhe kept
below the requested time limits. Furthermore thaliof the data transmission shall be evaluated.



2. GENERAL EXPERIMENT IDEA

For the evaluation of a Ka-Band communication pigghround-trip delays and the transmission quadityest
environment needs to be implemented where measatersan be performed as close to reality as passitg
reach that goal two projects at the Institute afrésautics will be brought together: Forrost (Fbrsagsverbund fr
Robotische On-Orbit Servicing Technologien) and demcLab (Real-time Attitude Control and On-Orbit
Navigation Laboratory). Forrost is a project fundgdthe Bavarian Research Foundation and is focummdng
other things, on the Ka-band communication linkneetn the spacecraft and the ground station, whdedea of
Racoon is to implement a realistic ground basedilsitor to demonstrate the capabilities of telepreseal time
teleoperation for in space operations. In ordepeédorm a realistic measurement of the communioatiath two
important things are required. First the implemgotaof a realistic high bandwidth communicationthpavith
measurement points for the characterization otrfaresmission delay and second a source for reatistia similar
to that of a telepresent servicing scenario.

The realistic communication path will be implemehts showed in Fig.2 and is described in chapfieim3detail.

In contrast to the real scenario of Fig.1 some Bfiogation are introduced. The communication pagmebnstrated
in this work is focused mainly on the downlink frahe spacecraft to the ground station becauseatrdihection the
amount of data is much higher than for the upli8k The high amount of data results from the vidata created
by the onboard cameras. That data needs to be essgal on the spacecraft which can be realized asimgw

space computer currently in development. Thereiftertransmitted over a real space link. To prepghe data for
transmission over the link channel coding and maititah is done with a standard Ka-Band satellite emodSince
only one Ka-Band modem is available for the experitnthe modem is used to demonstrate both sidéeakturn
link from the spacecraft to the ground station. Tremsmission section of the modem correspond$édohigh

frequency system on the servicer satellite whike téceiving section corresponds to modem usedeagitbund
station. It is assumed that the space-qualifiedvsare used later at a servicer satellite for datasmission would
have similar features as the transmission sectidheoground-based satellite modem used here. TR® that will

mirror the signal will be most likely Hotbird 6. Mialization of the video data for the human operatahe ground
station is performed in a simple console using @denThe forward link from the ground station to thervicer
satellite is closed over the local network withaatificial delay created by software.
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Figure2: Simulation of the real time teleoperation (RTTO) communication path



Realistic data has to be generated and send ogeraimmunication path as it influences for exampke image
compression and data multiplexing performance awté the entire round-trip time. This leads todemand of a
realistic orbital simulation environment where dgeneration can be done as close as possible ¢alaOOS
mission. For this experiment the relative kinemati@ environment conditions including lightning weeén the
servicer satellite and the target satellite willddmulated in an OOS test bed on ground in pasiitware and in
part in hardware as described in chapter 3.2.

Using the described setup of the communication gathfeasibility and quality of the transmissiom RTTO is
characterized by measuring round trip delays, biibrerates, data rates and jitter depending oreufft sensor
configurations. A detailed measurement descripg8agiven in chapter 4.

3. DETAILED EXPERIMENT SETUP
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Figure 3: Depiction of measurement setup and measurement points

Data Acquisition and Processing on the Servicer Satellite

For data acquisition and processing, among othesmse, the ERVIS computer [9] is used which is gelaveloped
at the moment. Based on work IBiehl GmbH three universities Universitat Erlangen, Hochschule Hof,
Technische Universitat Mincheare about to upgrade the computer. The goal @egign a real-time data and
video processor which is composed of “Commercighefshelf” (COTS) components. At the end of its
development ERVIS will contain three independentkivy CPUs which can be run in redundant operatigth
high reliability or independent from each otherhwitigh performance. In the first case the three €BtJthe same
processing and using a voting mechanism to evathateuality of the data and in the second cash €&tJ can
process its own data to increase the processiregigpég. 4).
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Figure 4: ERViS Computer Design

At the moment three ERVIS computers exist which atr@echnical Readiness Level 3 (TRL). They westetk
successful concerning functionality, stability aimterfaces. But nevertheless more redesign is reduio reach
smaller dimensions of the computer and assure tradidardness. In the OOS Scenario ERVIS will beduto
process the video data taken by the onboard canidrascamera will have a resolution of at least@&0 pixels, a
grey scale of 8bit/pixel and a frame rate of 15 Hhis leads to an uncompressed data rate of albibit/sec
which can be reduced by onboard compression totébddbit/sec. In the future additional data prodeggasks
such as data multiplexing shall also be added tdiERtask areas.

Modem, RF Processing and Space Link

The downlink path starts with the recording of ttleta (Fig. 5) from sensors (e.g. camera, hapticasn
housekeeping data sensors). These data is traednittonboard data handler which collects the ffata the

different sensors and forward these data to theopob packetizer. After that the data is multiplexey the data
multiplexer into one continuous data stream. Theewdrd error correction coding is applied by tharhel coder to
the data stream. The next steps are to modulatepmnyert and transmit the data stream via a ddéy satellite.
After receiving the data from the DRS the streanmsrihrough the communication path in the otherctiva until it

arrives at the man-machine interface for furthecpssing by the human operator.
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Figure 5: Modem Configuration for the Downlink

3.2 OOS Simulation Environment (Racoon)

As depicted in chapter 2, the type of data sent twe link is important as it influences the linkrfpormance and
must therefore be considered within the link chimazation. In order to produce realistic sensaiadforemost



video data but also other telemetry) the simulagace environment of Racoon-Lab is used. The Raktabritself

is a ground based on-orbit servicing and spacesiedmoval simulator that is currently in developnand will be

capable of simulating near-realism on-orbit sengcscenarios in the future. Its design is basedhensystem
architecture of a real space mission and is thezefoitable to simulate scenarios as illustratelign 1. On the top
level it consists of four major parts. First a slated space segment contains all relevant partsateaexposed to
the space environment. These parts are assembkeditoulated spacecraft that combines computerlatediand

real space hardware to return realistic responseéseansor information to the human operator. Seasdractuator
stimuli of the simulated spacecraft interact withimulated space environment. The simulated enmieon is itself

part software and part hardware as needed forithelated spacecraft. Second a link segment enabhdsstic

communication between the simulated spacecrafttldiround station and is the critical bottlenaankiting data

rates and access times. Third a ground segmentinsntata processing facilities as well as the aper
environment where humans can test and evaluate coevol concepts for the servicer robot operatinglie

proximity of the target. Finally a simulation casitsegment offers many simulation control and asialyools to

identify possible hazards for real missions ancea¢wnew targets for future optimizations. Racoob-is a long

time strategy of LRT. Thus results of the Forrostjgct will later enhance many components withia simulated
spacecraft, the link and ground segment.

The hardware part of the simulated space envirohrnged for this experiment consists of a dark rdaorsimulate
the black space background for cameras and incindég current configuration two mechanisms tdqren planar
proximity operations in the orbital plane of thewseer. The mechanisms are a 2D motion table arebtdegrees of
freedom rotation device (Fig.6). The table hasadf distance of 4m by 5m so that close range pribyxioperations
can be simulated. The loading capacity is 100kgctvtdllows even large experiment setups to be chriibe
maximum travelling speed is 0.25m/s and above timal relative velocities reached during proxinogerations
but could be required in some axis mapping conéiians where additional virtual velocities are atld&he
configuration of the rotation device is suited tmulate the movement of a nutation free spinningeg It will
carry a lightweight mockup of the uncooperativeyéarsatellite, covered with realistic surfaces. ifiddal degrees
of freedom will be included later, if required fitre experiments. All axes are coordinated and drbsea real-time
motion controller, so that inputs from the simuthpacecraft or the operator can be mapped imnedgliat the
motion hardware. A 2000W electrical power light smuis used to simulate lightning conditions.

Figure 6: Work in Progress on the Hardwar e Part for Simulating the Space Environment



4. MEASUREMENT OF LINK PERFORMANCE

As stated in chapter 2 the link performance inghlven scenario is defined by the four parameteta date, round
trip delay, jitter and bit error rate. To obtainwes for these parameters, timestamps, transf@aeklet sizes and
packet checksums are logged at different positiortise communication path according to Fig.3. Theasurement
points are all located in the digital data procegsiomain (sensor acquisition, digital data praogsenit or man-
machine interface). Fig.3 also depicts the 3-LeApproach for the measurements. Level 1 measurenwnys
involve the digital processing units which eithenglate the On-Board or On-Ground hardware. Comugatitn is
established via applicable protocols (e.g. UDP)Ldrel 2 the satellite modem of the ground staisoadded to the
test setup which includes multiplexing and modolatiiemodulation into the communication path. ThedRgput
channel of the modem is directly fed back into Rfeinput channel so that the complete data proecgssin be
tested without using a real space link. Finallj_avel 3 all parts of the communication path aresidered which
will include a real-world satellite link via a ggaonary communication satellite (e.g Artemis artbird 6) in the
measurements.

As the communication path includes a bidirectidim data is transferred in both directions andekact design of
the single measurement points differ between thitiptaidata streams (video data, tele-command Bpett.). As
the video transmission was the first data streaimmetémplemented it should be presented in this papdeading
example. The measurement points for this video tatemission are briefly characterized in table 1.

Table 1: M easurement Point description; e.g. Video Data Stream

M ea;t;:ﬁ:nent Software Time of M easur ement Acquired Data
A On-Board Video Processing Sensor readout contplete  Timestamp
. . Image compression :
B On-Board Video Processing completed Timestamp
e Timestamp
On-Board Video Processing . * Image Size
¢ Network Traffic Analyser Image sending completed » Packet Checksum
* Overall Packet Size
e Timestamp
D On-Ground Man-Machine Interface Image receiving * Image Size
Network Traffic Analyser completed * Packet Checksum
* Overall Packet Size
E On-Ground Man-Machine Interface Image drawn geest  « Timestamp

Round Trip Delay & Jitter: To obtain the overall round trip delay the dowkliand uplink one-way delay is
combined. For the downlink one-way delay the tirfteetence between sensor data acquisition and Nisi@n for
the human operator is measured. Therefore the adtvesponsible for capturing, packetizing andsmatting the
data in the On-Board Digital Processing Unit (DR&Jlogging timestamps for each transferred franeegdin more
insight in the different data processing steps sia@ps are acquired after sensor readout, compnessi sending
of each picture. On the receiver side the softvediiie man-machine interface (MMI) is logging tirteesps after
the complete reception of one image and drawiog ithe screen. These timestamps allow measuringptaltime
needed for the downlink. For the uplink one-wayagtehe same approach is used logging timestarripg &@ontrol
Interface and the arrival at the On-Board systemallogged timestamps are available for furthrelygsis after the
completion of the tests the jitter is calculatedoogt-processing of the logged data.



To get useful and accurate timestamps over disagthgystems time synchronization becomes a vitM. t&ne
established method is using the network time prat@TP) proposed by [10]. It uses elaborate syootzation
methods to obtain a local clock offset to an adeuStratum O time server in the order of less thaa millisecond,
which is sufficient for the intended measuremeAis.a second synchronization method the software amsis a
dedicated Synchronization Ping which is generateitiea On-Board DPU and transmitted via a separagtdork
connection to the On-Ground DPU. At the On-Grour®lDa local timestamp is created and transmitte# tiathe
sender where it is used to calculate the clockebffé\s the needed packet size is comparatively Isthal
transmission and processing time is sufficientlyabrfor the intended offset calculation. This methe used as a
secondary check of the clock offset and for thd-tieee calculation of the offset needed for thepthy of the
current delay in the MMI.

Data Rate: For the measurement of the data rate two measuatsrage conducted. The video transmitting software
not only logs the timestamps but also the packst of the sensor data packets (e.g. image sizeprhbination
with the timestamps this allows the calculatioragfayload data rate in bps. For obtaining the wesld data rate
that has to be transmitted via the satellite RFioleathe protocol overhead has to be added. Tarothts separate
measurement a software for network analysis trdle&straffic of all involved network controllers ardgs the
transmitted packets including protocol overheadits measurement is conducted at both the On-Bb&id and
the On-Ground DPU overall data rate can be detesthin

Bit Error Rate: The measurement of the BER can be achieved bytingepacket checksums or by 1:1 bit
comparison of transmitted and received data packetshe implementation is still ongoing a decisias not been
made.

5. OUTLOOK

This paper described the work of the last two ydéarsnplement a Ka-Band communication path embeddea
realistic on-orbit servicing scenario. With the pag of Racoon a test environment was designedrdolyze
realistic sensor data for the measurement of ttkederformance which is part of the Forrost praj8tt this is only
the beginning of the mission. In the next yearstéisé environment will be developed further to gahore and more
realistic test bed. Therefore more sensors arenpthto be integrated. For example stereo cameistande meter
or a LIDAR system.

For the measurement of the link performance a higta rate modem, a Ka-band antenna and a DRS w&ill b
integrated in the communication path. This willhéb improve the estimation how much time passesfthe
generation of data onboard a spacecraft until thelaly on the computer of the human operator. Bbenky time
and the quality of the transmitted data are kewmpaters for missions which are operated telepreSenthe work
presented in this paper is one step towards thed §inal of telepresent operated satellites which lvé able to
assemble, repair and maintain other spacecratt.
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