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Abstract

We propose using machine learning techniques based on Recurrent Neural Networks (RNNs) for the propagation of attitude dynamics. The incorporation of a feedback loop in RNNs makes them easily adaptable for the prediction of a time series, unlike traditional, feedforward networks. A particular type of RNNs, the Long Short Term Memory networks (LSTMs), provides structures to selectively remember/forget characteristics from the past data in the time series. We develop a many-to-one RNN/LSTM architecture for the prediction of the attitude quaternion at a given time, and present training results for several choices of hyperparameters. In addition, we present a many-to-many RNN/LSTM architecture for the prediction of quaternion time series.

1 Introduction

Extensive and accurate knowledge of the rotational state of Resident Space Objects (RSOs) is crucial for several applications, but available data is scarce. For instance, attitude surveys through lightcurve inversion include only a few hundreds of objects out of the more than 17,000 currently in the Space-Track catalog [22].\(^1\) Attitude is coupled to the orbital motion since it directly affects perturbations such as drag and solar radiation pressure, and its knowledge is pivotal for precise and long-term orbit propagation. The coupling is particularly strong for some classes of RSOs such as High Area-to-Mass Ratio objects [4]. Coupled attitude and orbit propagation is very expensive computationally, since the rotational motion induces high frequencies that require step sizes that are very small when compared to the orbital period. The problem has been tackled through a variety of approaches. Faster propagations can be achieved by partially decoupling orbital and attitude dynamics through Encke-type techniques [25] or covariance information [3]. Overall improvements can also be achieved by employing regularized perturbation methods [23], and by parallelizing implicit Runge-Kutta algorithms [10].

In our approach, we employ deep learning algorithms for the propagation of the attitude kinematics of a rigid body. Deep learning is an approach to Artificial Intelligence (AI) in which solutions to complex problems are learnt from observation through a hierarchy of concepts and/or computational structures. Artificial Neural Networks (ANNs) based on multiple layers fall under this paradigm. ANNs have been used in a plethora of applications for time series prediction [2], such as weather and financial forecasting [13, 15]. Most importantly, they have been capable of predicting the evolution of nonlinear dynamical systems, even exhibiting chaoticity [12]. An example in this regard is the forecasting of the number of sunspots [9]. Moreover, feedforward neural networks have been applied to orbit propagation problems, where they have been used to improve semi-analytical solutions [18].

A particular type of ANN, the Recurrent Neural Network (RNN), is able to store information on the history of the time series by incorporating connections between the hidden layer at subsequent instants. This is equivalent to the implementation of a feedback loop in the hidden layer, which is fed both the external input and the past state at each time step. RNNs perform time series prediction more efficiently than feedforward networks thanks to this characteristic, but they have been traditionally considered difficult to train due to vanishing or exploding gradients [17]. However, training of RNNs is eased by substituting the “naïve” RNN layer with a bundle of recurrently connected sub-networks,

\(^1\)https://www.space-track.org/, last visited August 31st, 2018.
Figure 1: A feedforward neural network with input and output layers having two units each, and a single hidden layer with three units. Each unit is identified by the pair \((i, l)\), where \(l\) is the layer number and \(i\) is the unit number within the layer. Each connection between the units has an associated weight \(w_{ji}^{(l)}\).

the Long Short-Term Memory cell (LSTM) [11]. In an RNN/LSTM, the information can be stored over long periods of time by closing or opening sets of gates, which control the flow of information along time [7]. The LSTM cell is able to efficiently preserve the gradients along time, thereby mitigating the divergence or nullification of the gradients. RNN/LSTMs represent the current state of the art in time series processing.

This paper is concerned with the development of computational architectures based on RNN/LSTMs for the prediction of rotational motion. We present the theoretical background underlying RNN/LSTMs in section 2, and detail the implementation of two architectures for attitude prediction in section 3. The conclusions of the study, in addition to the outlook on future work, are summarized in section 4.

2 Artificial Neural Networks

An artificial neural network is a computing system in which the inputs are processed by units (or neurons). The units, each of which consists in the application of an activation function, are organized in successive layers, with the output of one layer being the input of the next one until the final (or output) layer is reached. The inputs are weighted through multiplication by constant weight matrices; in addition, each of the computing units also has a bias which shifts its activation threshold.

The structure of a neural network can be best described through graphs as that displayed in Figure 1, which depicts a simple neural network with an input layer, a single hidden layer, and an output layer. The example in Figure 1 is a feedforward network (also referred to as a multi-layer perceptron - MLP), as there are no connections between the units of the hidden layer: in other words, information only proceeds forward along the graph. Let \(x \in \mathbb{R}^N\) and \(y \in \mathbb{R}^M\) denote feature and target vectors respectively, which are the network inputs and outputs. The network is evaluated starting from the first layer (the input layer), whose output \(o^{(0)}\) is simply the feature vector,

\[
o^{(0)} = x.
\]

The input to unit \(j\) of the \(l\)--th layer, that is unit \((j, l)\), is computed as:

\[
\tilde{i}_j^{(l)} = \sum_{i=1}^{I_{l-1}} w_{ji}^{(l)} o^{(l-1)}_i + b_j^{(l)}.
\]  

The constant \(w_{ji}^{(l)}\) is the weight associated with the connection from unit \(i\) of layer \(l - 1\) to unit \(j\) of layer \(l\), and the constant \(b_j^{(l)}\) is a bias. The output of unit \((j, l)\) is computed by applying a nonlinear activation function \(\theta^{(l)}\),

\[
o_j^{(l)} = \theta^{(l)} \left( \tilde{i}_j^{(l)} \right).
\]

The output \(o_j^{(l)}\) is passed to units in subsequent layers, until the last layer (the output layer) is reached. The output of the last layer is the target vector \(y\),

\[
y = o^{(L)}.
\]
where $L$ is the number of layers. The number of hidden layers $L - 1$ is the depth of the network.

Rewriting equations (1) and (2) in vector-matrix form eases the understanding of the network structure. We have that:

$$i^{(l)} = W^{(l)} \cdot o^{(l-1)} + b^{(l)} \quad (4)$$

$$o^{(l)} = \theta^{(l)} \left( i^{(l)} \right) \quad (5)$$

where $\cdot$ denotes the matrix product. For instance, a network composed by 2 hidden layers computes targets through the following system of nonlinear equations:

$$y = o^{(3)} \quad (6)$$

$$o^{(3)} = \theta^{(3)} \left( i^{(3)} \right) = \theta^{(3)} \left( W^{(3)} \cdot o^{(2)} + b^{(3)} \right) \quad (7)$$

$$o^{(2)} = \theta^{(2)} \left( i^{(2)} \right) = \theta^{(2)} \left( W^{(2)} \cdot o^{(1)} + b^{(2)} \right) \quad (8)$$

$$o^{(1)} = \theta^{(1)} \left( i^{(1)} \right) = \theta^{(1)} \left( W^{(1)} \cdot o^{(0)} + b^{(1)} \right) \quad (9)$$

$$o^{(0)} = x \quad (10)$$

which is equivalent to:

$$y = \theta^{(3)} \left( W^{(3)} \cdot \theta^{(2)} \left( W^{(2)} \cdot \theta^{(1)} \left( W^{(1)} \cdot x + b^{(1)} \right) + b^{(2)} \right) + b^{(3)} \right) \quad (11)$$

Equation (11) shows that a feedforward neural network can be seen as a sequential application of vector fields. Each of the vector fields is itself obtained from the application of a nonlinear function to the sum of a matrix product and a bias.

The values of the weight matrix $W^{(l)}$ and of the bias vector $b^{(l)}$ for each layer are learned during the process of training, which consists in the minimization of a loss function $L$ through an optimization algorithm. The loss function is minimized over the spaces of weights and biases, and over the training samples that are provided by the user. For regression tasks, in which the neural network must predict vectors $y_i$ of real values, a common choice for the loss function is the mean square error (MSE),

$$L_{\text{MSE}} = \frac{1}{m} \sum_{i=1}^{m} \| y_i - \hat{y}_i \|^2 \quad (12)$$

The optimization is usually performed through a method based on gradient descent. In mini-batch gradient descent, the loss function is evaluated over a number of samples $m < S$, where $S$ is the total number of samples in the training set. The samples are chosen at random until the training set is exhausted, and the process can be repeated several times to improve the convergence of $L$ to a minimum. Stochastic gradient descent is a particular case of mini-batch gradient descent in which $m = 1$.

At each step of gradient descent, the values of each weight $w^{(l)}_{ji}$ and bias $b^{(l)}_j$ are updated iteratively by walking in the opposite direction of the gradient of the loss function:

$$w^{(l)}_{ji} \leftarrow w^{(l)}_{ji} - \alpha \frac{\partial L}{\partial w^{(l)}_{ji}} \quad (13)$$

$$b^{(l)}_j \leftarrow b^{(l)}_j - \alpha \frac{\partial L}{\partial b^{(l)}_j} \quad (14)$$

The gradients of $L$ with respect to the weights and biases can be computed recursively for all the layers, starting from the output layer, through the backpropagation algorithm [20]. The learning rate $\alpha$ is usually chosen by trial and error. The method can be made more robust with respect to local minima by adding a momentum term [19], and it has been further improved through the adoption of a variable learning rate [14].
While MLPs perform well for pattern recognition tasks, they are not efficient for time series prediction [7]. In such an application, the features $x \in \mathbb{R}^{T \times N}$ consist of a sequence of vectors at different time steps,

$$
x(t) \triangleq (x(t), x(t-1), \ldots, x(2), x(1)).
$$

The input layer of a MLP for time series prediction has a number of units equal to the number of time steps, which makes the MLP poorly scalable for long sequences. In addition, since the weights are referenced to each time step separately, training such a network can become very expensive.

The issue can be solved by allowing connections between the hidden layer at time $t$ and the same layer at time $t-1$, which is the principle behind the recurrent neural network (RNN) architecture. The additional connections allow the network to store information on the previous time steps in the output of the hidden layer $h(t)$ [6].

### 2.1 Recurrent Neural Networks

For purposes of illustration, we consider a recurrent neural network with a single hidden layer, following the exposition in [6]. In this context, superscripts indicate the value of the variables at any given time step $t$. At time $t=0$, we specify the value of the initial input $x(0)$ and of the output state of the hidden layer $h(0)$. At following time steps, the hidden state $h(t)$ and the output of the neural network $o(t)$ are computed through the update equations:

$$
\begin{align*}
    i(t) &= W \cdot h(t-1) + U \cdot x(t) + b \quad (15) \\
    h(t) &= \theta\left(i(t)\right) \quad (16) \\
    o(t) &= V \cdot h(t) + c. \quad (17)
\end{align*}
$$

The weight matrices $U, V, W$ express the strength of the input-to-hidden, hidden-to-hidden, and hidden-to-output connections, along with the biases $b$ and $c$. The weights and biases are shared across different time steps, allowing the network to learn the same approximating function for the whole sequence. Sharing of weights and biases allows a RNN to generalize to longer sequences better than an MLP.

Figure 2 represents the RNN as an input and output layer, along with a hidden layer that is connected to itself. This recursive connection is delayed by one time step, since the hidden layer has access to its output from the previous step. An equivalent portrait of the neural network can be obtained by unrolling the network into subsequent time steps. In this way the flow of information along time is explicit. In practice, the RNN is always unrolled and truncated at a final time $T$.

Training a RNN is conceptually analogous to training a MLP. Starting from the gradient of the loss function at time $T$, the gradients at times $T-1, T-2, \ldots, 0$ can be computed recursively through the backpropagation through time (BPTT) algorithm [24]. However, RNNs suffer from a disadvantage which hinders their utilization for very long sequences: gradients of the loss function tend to either vanish or to explode along time when using BPTT or other gradient-based methods [17], suppressing the network’s ability to remember long-term dependencies. Various approaches have been developed to tackle this problem, among which the most successful requires a modification of the RNN architecture by substituting the hidden layer with a sub-network denominated a memory cell. Such RNNs are called Long Short-Term Memory networks (RNN/LSTMs) [5, 11].

---

3This connection can also be interpreted as sharing the weights between different time steps, as highlighted in [6].
2.2 Long Short-Term Memory cell

In a RNN/LSTM, the hidden units of a standard RNN are substituted with LSTM memory cells. The LSTM cell is a sub-network operating on the current external input \( x(t) \) and on the past output of the cell \( y(t-1) \) through the input, forget and output gates. Information on past history is stored in the cell state \( s(t) \). Chapter 4 of Reference [7] presents a graph illustrating the flow of information inside the LSTM cell and an exhaustive description of the algorithm.

First, the outputs \( j(t), f(t), o(t) \) of the input, forget, and output gates (respectively) are computed through:

\[
j(t) = \sigma \left( U_i \cdot x(t) + V_i \cdot y(t-1) + b_i \right)
\]
\[
f(t) = \sigma \left( U_f \cdot x(t) + V_f \cdot y(t-1) + b_f \right)
\]
\[
o(t) = \sigma \left( U_o \cdot x(t) + V_o \cdot y(t-1) + b_o \right),
\]

where \( U \) and \( V \) are weight matrices and \( b \) are bias vectors, and each of these quantities is subscripted according to each gate. The internal state of the cell is computed according to:

\[
s(t) = j(t) \tanh \left( U_c \cdot x(t) + V_c \cdot y(t-1) + b_c \right) + f(t) s(t-1).
\]

Finally, the cell output is computed with:

\[
y(t) = o(t) \tanh \left( s(t) \right).
\]

Although several variants on this basic architecture have been developed, none of them improves its performance radically [8].

3 RNN/LSTM architecture for attitude sequence prediction

The particular implementation of a numerical algorithm is crucial in determining its performance, and machine learning approaches make no exception to this rule. To achieve reasonable results, the theoretical description of the RNN/LSTM must be translated into an operational implementation by specifying its general architecture, which is the aim of this section.

3.1 Statement of the problem

We consider the rotational state of a rigid body to be described by an attitude quaternion \( q \),

\[
q = \{q_0; q_1, q_2, q_3\}^\top = \left\{ \cos \left( \frac{\Phi}{2} \right), e_1 \sin \left( \frac{\Phi}{2} \right), e_2 \sin \left( \frac{\Phi}{2} \right), e_3 \sin \left( \frac{\Phi}{2} \right) \right\}^\top,
\]

where \( e_1, e_2, e_3 \) are the components of the principal rotation vector and \( \Phi \) is the principal rotation angle [21, chapter 3]. The evolution of the quaternion is given by the kinematic equations,

\[
\dot{q} = \frac{1}{2} \tilde{Q} \cdot \omega, \quad \tilde{Q} = \begin{bmatrix}
-q_1 & -q_2 & -q_3 \\
q_0 & -q_3 & q_2 \\
q_3 & q_0 & -q_1 \\
-q_2 & q_1 & q_0 \\
\end{bmatrix},
\]

where \( \omega \) is the angular velocity in the body-fixed frame. We specify the initial conditions for the Ordinary Differential Equation (ODE) (24) with the initial quaternion \( q(t_0) \),

\[
q(t_0) = \{0.752219; 0.51563, 0.398665, 0.0967425\}^\top.
\]

The angular velocity components are prescribed as:

\[
\omega = \begin{bmatrix}
\omega_1 \\
\omega_2 \\
\omega_3 \\
\end{bmatrix} = \begin{bmatrix}
20 \sin (0.1t) \\
0.2 \\
20 \cos (0.1t) \\
\end{bmatrix}.
\]
We compute an accurate solution by integrating Equation (24) with a 4th-order Runge-Kutta solver on $K$ time steps of duration $\Delta t$, thus obtaining the values of the attitude quaternion $q(t_0), q(t_1), \ldots, q(t_K)$. Our objective is to develop an RNN/LSTM architecture to predict the subsequent value $q(t_{K+1})$, by training the RNN/LSTM over the initial $K+1$ values.

Note that such an RNN/LSTM will only be capable of predicting one particular solution to the kinematic equations. The generalization of the RNN/LSTM to predict any solution of the kinematic equations can be achieved by training over a large number of samples, each of which is a time series of length $K+1$ computed from specific initial conditions and angular velocity. Such a generalized RNN/LSTM might require a larger number of hidden units to provide reliable solutions, and the time required for its training will scale accordingly. However, there is no conceptual difference between RNN/LSTMs designed for the prediction of either particular or general solutions to the kinematic equations.

### 3.2 Architecture specification

The RNN/LSTM architecture for the prediction of the solution $q(t_{K+1})$,

$$q(t_{K+1}) = \left\{ q_0^{(K+1)}; q_1^{(K+1)}; q_2^{(K+1)}; q_3^{(K+1)} \right\}^\top,$$

is displayed in Figure 3, where the inputs (features) and outputs of the LSTM cell at time $t_i$ are denoted with $x(i)$ and $y(i)$ respectively. The LSTM is shown as an unrolled graph for ease of visualization. The features can either consist of the value of time $t_i$ exclusively, in which case the feature vector is 1-dimensional vector (a scalar) $x(i) = \{t_i\}$, or of the 5-dimensional vector including the current quaternion value along with time, $x(i) = \{t_i; q(t_i)\}^\top$. We select the latter choice for the feature vector, since in this way the network can learn the relationship between subsequent elements of the time series, resulting in a model with higher capacity.\(^4\) Also, by including $t_i$ in the features, our aim is to learn a model that is able to generalize to different values of the time step. However, we will only consider a fixed time step for the remainder of this work.

The output of the LSTM cell at the final time $y^{(K+1)}$ is an $H$-dimensional vector, which is fed to a final, 4-unit layer that computes the target value of the quaternion $q(t_{K+1})$. The activation function of the final layer is simply the identity function, i.e. each element of the quaternion is a linear combination of the outputs of the LSTM cell. Another architectural choice would be to skip the final layer and set the output of the LSTM cell to be the 4-th element of the output vector, resulting in a model with higher capacity.\(^4\) We avoid this approach since the number of parameters in the LSTM would be bounded by the dimensionality of the output, limiting the capacity of the model. We consider $H$ to be a free hyperparameter to be chosen through empirical testing. The total number of parameters in the LSTM cell, i.e. the number of elements of the weight matrices and bias vectors, is $4H(6 + H)$. Considering also the parameters of the final layer, we have a total of $4[H(7 + H) + 1]$ parameters to be found during training.

The loss function $\mathcal{L}$ is defined as the absolute error with respect to the true value of the quaternion $\tilde{q}^{(K+1)}$,

$$\mathcal{L} = \left\| q^{(K+1)} - \tilde{q}^{(K+1)} \right\|,$$

where $\tilde{q}^{(K+1)}$ is computed through an accurate numerical integration. We train the model using gradient descent on a large number of epochs. In each epoch, we perform a forward pass through the RNN/LSTM to compute the loss function. The gradient of the loss function with respect to the weights is computed using BPTT, and the weights

---

\(^4\)In machine learning, the capacity of a model measures its capability to learn complex relationships between the features and targets.
are updated through gradient descent. To mitigate the risk of exploding gradients, we clip the absolute values of the gradient components to a maximum of 10.

The RNN/LSTM is implemented using the Keras 2.2.0 Python API for the TensorFlow 1.8.0 library [1, 16]. All tests are performed on an 18-core iMac Pro with 2.3 GHz Intel Xeon W, with Turbo Boost up to 4.3 GHz and a 42.75 MB cache, and 128 GB of 2666 MHz DDR4 ECC memory. We do not use GPU acceleration since, given the relatively small size of the network, it does not lead to significant speed advantage.

### 3.3 Training and hyperparameter selection

The RNN/LSTM state dimension $H$, and the gradient descent learning rate $\alpha$ are free hyperparameters whose optimal values have to be found through numerical experiments. The search for these optimal values is made easier by the fact that different hyperparameters do not couple strongly in determining the overall RNN/LSTM performance [8]. We do not consider the training length $K$ to be a free hyperparameter, since the LSTM cell is able to selectively remember or forget information from the past time steps in the sequence. We set $K = 150$ which, since $t_0 = 0$ and $\Delta t = 1$, implies $t_{K+1} = 150$.

The loss behavior during training for the RNN/LSTM architecture with $H = 10$ is displayed in Figure 4a for several values of the learning rate. In all cases, we performed training until the loss was observed to stabilize around a constant value. A coarse learning rate implies that once the parameters get close to the minimum of $L$, gradient descent will induce large oscillations, as it can be seen for the case $\alpha = 1$. The minimum loss decreases with increasing learning rate, since the loss minimum can be pinpointed with higher accuracy. For this problem, choosing $\alpha \geq 0.01$ ensures a good performance.

The accuracy of the model cannot be improved by choosing $H > 10$, as it can be seen from Figure 4b. In fact, increasing $H$ past a value of 10 is detrimental to the accuracy since the larger dimensionality of the parameter space makes it easier for the gradient descent algorithm to settle into a local minimum. Note that in every case considered, each training epoch takes an average of 120 ms on the machine used for the test.

### 3.4 Generalizing to future predictions

Since the presented architecture has only been trained on a single sample sequence, it cannot generalize to different samples. This precludes predictions for $t > t_{K+2}$, since they would require feeding to the network a sample sequence different from that on which it has been trained. In order to achieve this kind of generalization, the RNN/LSTM must be trained on the sequence $q(t_{K+1}), q(t_{K+2}), \ldots$ rather than on the single value $q(t_{K+1})$. In other words, a potential RNN/LSTM architecture for attitude sequence prediction must be many-to-many rather than many-to-one. Figure 5 shows a many-to-many architecture in which the quaternion value $q(t_{K+i+1})$ is obtained as a linear combination of the LSTM cell output $y(t_i)$. A viable loss function for the many-to-many architecture is the root-mean-square error.
The hyperparameters for the many-to-many architecture can be chosen as equal to those for the one-to-one in a first approximation, especially regarding the learning rate. The implementation and testing of the many-to-many architecture is left for further investigation.

4 Conclusions and outlook

We have devised a deep learning architecture for the prediction of attitude dynamics based on a Recurrent Neural Network with a Long Short-Term Memory cell (RNN/LSTM). We describe the rotational state of a rigid body rotating with a time-varying angular velocity through a quaternion time series. The RNN/LSTM is trained on the initial $K+1$ steps of the time series, which are computed through an accurate numerical integration, and predicts the value of the quaternion at the step $K+2$. In order to explore the hyperparameter space, we train the network for several values of the learning rate and of the dimension of the LSTM state. We find that a learning rate smaller than 0.01 and a 10-dimensional LSTM state give rise to satisfactory accuracy. In order to generalize the approach to the prediction of entire time series (similarly to what is done in numerical integration) we present a many-to-many RNN/LSTM architecture that outputs quaternion sequences, rather than a single step.

Eventually, the proposed RNN/LSTM architectures will be trained on large rotational motion data set in order to achieve a high degree of generalization. This is particularly important since RNN/LSTMs do not require any a priori knowledge over the system being modeled. A well-trained RNN/LSTM will thus be able to predict any kind of attitude motion by exclusively relying on previous observations, without needing knowledge of often-unknown parameters such as the mass distribution and the torques acting on a spacecraft. While we limit ourselves to a single time series in this study, the proposed architectures do not require any conceptual modification to deal with large numbers of samples. Further investigations will explore the extension of the RNNs to take arbitrary input sequence time steps, sequence lengths, and time spans.
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