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\textbf{ABSTRACT}

Consider a space object in an orbit about the earth. An uncertain initial state can be represented as a point cloud which can be propagated to later times by the laws of Newtonian motion. However, even if the initial uncertainty is Gaussian in ECI coordinates, the distribution quickly becomes non-Gaussian as the propagation time increases. Similar problems arise in other standard fixed coordinate systems in astrodynamics, e.g. Keplerian and to some extent equinoctial. To address this problem, a local “Adapted Structural (AST)” coordinate system has been developed in which uncertainty is represented in terms of deviations from a “central state”. In AST coordinates, the propagated uncertainty is nearly Gaussian under a wide range of conditions (e.g. LEO vs. GEO; varying eccentricity, varying initial uncertainty). Most of the assessment has been carried out so far in Keplerian dynamics. In this paper, we explore the behavior of AST coordinates when perturbation effects are incorporated, namely atmospheric drag and oblateness. The behavior of AST is assessed visually through pairs plots and statistically through tests of Gaussianity
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\section{1. INTRODUCTION}

Uncertainty propagation is a fundamental issue in orbital mechanics for the purpose of object tracking and association problems. For example, J.L. Junkins, M. Akella, and K. Alfriend \textsuperscript{2} studied nonlinear characteristics of the propagated uncertainty under different coordinate systems. They used a Monte Carlo simulation based approach. I. Park and D.J. Scheeres \textsuperscript{8} used a mixture (hybrid approach) of a simplified dynamic system (SDS) model and the state transition tensor (STT) model to propagate and model the uncertainty. V. Vittaldev, R.P. Russell and R. Linares \textsuperscript{9} proposed a mixture of polynomial chaos expansion and Gaussian Mixture Models (GMM). J.T. Horwood and A.B. Poore \textsuperscript{4} proposed a Gauss Von Mises (GVM) filter. Further, the paper by G.R. Hintz \textsuperscript{10} provides a concise summary on different coordinate systems. However, most of the mentioned papers used \textit{fixed} coordinate systems to perform uncertainty analysis.

The approach promoted in this paper uses instead a \textit{local} or \textit{adapted} coordinate system. Imagine the distribution of a noisy state is represented in terms of a “central” state surrounded by a point cloud of nearby states. Then choose a coordinate system centered at the central state in such a way that the uncertainty is approximately Gaussian distributed.

Consider a space object in orbit about the earth. If the initial location and velocity, $\mathbf{x}(0)$ and $\dot{\mathbf{x}}(0)$, are known 3-dimensional vectors at time $t = 0$, then the laws of Newtonian motion can be used to propagate the motion to $\mathbf{x}(t)$ and $\dot{\mathbf{x}}(t)$ for all $t > 0$. Similarly, given a probability distribution to describe a noisy initial position and velocity (such as 6-dimensional Gaussian), it is possible to simulate a random initial position $\mathbf{x}^{\text{rand}}(0)$ and velocity $\dot{\mathbf{x}}^{\text{rand}}(0)$, and to propagate these to give $\mathbf{x}^{\text{rand}}(t)$ and $\dot{\mathbf{x}}^{\text{rand}}(t)$ for $t > 0$. Given a simulated point cloud...
of \( N \) initial conditions, \( \mathbf{x}_j(0) \) and \( \dot{\mathbf{x}}_j(0) \), \( j = 1, \ldots, N \), where \( N \) is typically large, it is possible to follow the evolution of the point cloud in time.

It is well-known that as \( t \) increases, the shape of the point cloud for position \( \mathbf{x}(t) \) becomes more “banana-shaped” in \( \mathbb{R}^3 \). This distribution is awkward to describe analytically. In order to address this problem, we previously introduced an “Adapted STructural (AST)” coordinate system. It is a “structural” coordinate system because, just as Keplerian elements do, it represents the underlying structural parameters of the orbit (such as ellipticity and normal direction of the orbital plane). In addition it is “local” because the AST coordinates represent deviations about a “central” state.

AST coordinates are available in a number of mild variants, and this paper proposes a new variant.

The key contributions of this paper are as follows.

(a) We review the problems of non-Gaussianity in the propagation of point clouds under different standard coordinate systems.

(b) We introduce a new variant of AST coordinates and show explicitly how they can be represented in terms of deviations in ECI coordinates using a first order Taylor series expansion.

(c) Next, we illustrate how perturbation effects, such as oblateness and atmospheric drag, affect the distribution of propagated AST coordinates.

(d) Finally, we use statistical tests of Gaussianity to assess the approximate Gaussianity of the propagated AST coordinates under perturbed dynamics.

2. STANDARD ASTRODYNAMIC COORDINATE SYSTEMS

The standard coordinate systems to represent the state of an orbiting object include the following:

- **Cartesian ECI coordinates**: A state is represented by a three-dimensional position vector and a three-dimensional velocity vector.

- **Keplerian orbital elements**: A state is represented using semi-major axis (\( a \)), eccentricity (\( e \)), inclination (\( i \)), RAAN (\( \Omega \)), argument of perigee (\( \omega \)) and wrapped mean anomaly (\( M_0 \)).

- **Equinoctial orbital elements**: A state is represented using \( a \), \( h = e \sin(\Omega + \omega) \), \( k = e \cos(\Omega + \omega) \), \( p = \tan(i/2) \sin(\Omega) \), \( q = \tan(i/2) \cos(\Omega) \) and \( \lambda = \Omega + \omega + M_0 \).

Hintz provides an extensive list of other coordinate systems, such as modified equinoctial elements, Euler parameter sets, Delaunay elements, Poincaré elements etc., but they are all fixed coordinate systems and they have similar problems to the ones examined here. For this section we use Keplerian dynamics to propagate the point clouds, since the problems of non-Gaussianity arise even in this idealized situation.

**Example 1.** Consider an orbiting LEO object in a prograde equatorial orbit, with eccentricity 0.01 and orbital period 99.5 minutes, and whose initial state in Cartesian ECI coordinates is uncertain, with standard deviation = 1 km for each location coordinate and 0.005 km/sec for each velocity coordinate, where the uncertainties in all 6 coordinates are independent. These initial uncertainties are realistic and moderate.

The state of the object has been propagated for 2.09 days (approximately 30.25 orbits for the central state). Propagated point clouds have been represented as 6-dimensional pairs plots in Cartesian ECI (Fig. 1), Keplerian (Fig. 2) and Equinoctial (Fig. 3) coordinates. For all the examples we use \( N = 2000 \) data points to generate the point cloud. This value suffices to visualise key features in the pairs plots such as skewness, outliers, and approximate Gaussianity.

Many of the bivariate scatterplots exhibit extreme non-Gaussianity. Here are some instances.

(a) In **ECI coordinates** (Fig. 1), most of the scatter plots, related to coordinates 2 and 4 are showing curvature.
Figure 1. **Example 1.** Propagated point cloud in Cartesian ECI coordinates for the three position and three velocity coordinates.

Figure 2. **Example 1.** Propagated point cloud in Keplerian coordinates.

(b) In **Keplerian coordinates** (Fig. 2), the scatter plot for coordinates 1 in 2 has a “V” shape, due partly to the fact that the eccentricity has a lower bound of 0. The range for the angular coordinates 4 and 5 (RAAN and argument of perigee) covers the whole circle because the central orbit is equatorial; these variables also have bimodal distributions.

(c) In **Equinoctial coordinates** (Fig. 3) all the scatterplots look approximately Gaussian for this example.

**Example 2.** In the same setting as Example 1, increase the initial standard deviations to 30 km and 0.6 km/sec respectively. The pairs plot in equinoctial coordinates is given in Fig. 4 (propagation time = 30.25 orbits compared to the central state). Then a scatter plot for variables 1 and 2 shows some curvature. Equinoctial coordinates also have problems for retrograde orbits.

### 3. THE ADAPTED STRUCTURAL (AST) COORDINATE SYSTEM

The AST coordinate system is made of 6 coordinates.

(a) one coordinate, the change in true anomaly between a state in the point cloud from the central state at \( t = 0 \).
(b) two coordinates to describe the normal direction to the elliptical plane,

(c) two coordinates to describe the direction of the major axis and eccentricity, and

(d) one coordinate, the mean motion, to describe the location of the object along the ellipse.

3.1 Construction of the AST coordinate system

Before describing the construction of AST coordinates, it is helpful to recall some standard results from the orbital mechanics. The cross product

$$\mathbf{h} = \mathbf{x}(t) \times \dot{\mathbf{x}}(t).$$

is called the specific angular momentum vector. Express $\mathbf{h} = h \mathbf{n}$ where $h$ is the magnitude of $\mathbf{h}$ and $\mathbf{n} = \mathbf{h}/|\mathbf{h}|$ is the unit vector proportional to $\mathbf{h}$. Other standard notation includes $r(t)$ for the altitude at time $t$, $e$ for the eccentricity vector, $e$ for the eccentricity, $r_p$ and $r_a$ for the radius from perigee and apogee respectively, $a$ for the semi-major axis, $b$ for the semi-minor axis, $\xi$ for the mean motion, and finally $T$ for the orbital time period.

Figure 3. Example 1. Propagated point cloud in equinoctial coordinates

Figure 4. Example 2, with increased uncertainty. Propagated point cloud in equinoctial coordinates
These quantities are given by

\[ r(t) = \sqrt{x(t) \cdot x(t)}, \quad e = \frac{1}{\mu} (\dot{x}(t) \times h - \mu \frac{x(t)}{r}), \]

\[ e = \sqrt{e \cdot e}, \quad r_p = \frac{h^2}{\mu} \frac{1}{1 + e}, \quad r_a = \frac{h^2}{\mu} \frac{1}{1 - e}, \]

\[ a = \frac{1}{2} (r_p + r_a), \quad b = \frac{a}{\sqrt{1 - e^2}}, \]

\[ \xi = \sqrt{\frac{\mu}{a^3}} T = \frac{2\pi}{\sqrt{\mu} a^{\frac{3}{2}}}, \]

where \( \mu \) is the standard gravitational constant. Under Keplerian dynamics, apart from \( r(t) \), all these parameters are time invariant.

Next we describe the construction of AST coordinates. This task requires care because the purpose of AST coordinates is to describe the uncertainty in the state of an orbiting object. Suppose that a central state \((x_c(0), \dot{x}_c(0))\) sitting near the middle of the point cloud at time \( t = 0 \) has been highlighted. The central state will be used as a “base” for our coordinate system about which certain “tangent coordinates” will be constructed.

(a) Let \( R = [u, v, w] \) be a 3 \times 3 rotation matrix defined in terms of the central state, where the three columns are orthogonal unit vectors defined by

\[ u \propto x_c(0), \quad \dot{u} \propto \dot{x}_c(0) \times u, \]

\[ v \propto \dot{x}_c(0) - \dot{x}_c(0) \times u, \]

\[ w = n \propto h. \]

Let \( y_c(t) = R^T x_c(t), \dot{y}_c(t) = R^T \dot{x}_c(t) \) and \( y_{rand}(t) = R^T x_{rand}(t), \dot{y}_{rand}(t) = R^T \dot{x}_{rand}(t) \) denote the rotated versions of the central state and states in the point cloud. Then the central state at time \( t = 0 \) must take the form

\[ y(0) = \begin{bmatrix} A \\ 0 \\ 0 \end{bmatrix}, \quad \dot{y}(0) = \begin{bmatrix} B \\ C \\ 0 \end{bmatrix}, \tag{1} \]

where \( A, B, C \) are real numbers with \( A = r(0) > 0 \) and \( C > 0 \).

(b) For simplicity we work in the \( y \) frame of reference for the rest of this section. We assume small deviations between the initial point cloud and the initial central state. Hence, the normal direction for a state in the point cloud \( n_{rand}(0) \) will be close to the normal direction for the central state, that is, the vertical direction \( n_c(0) = [0, 0, 1]^T \). In particular the first two coordinates \( n_{1 rand}(0), n_{2 rand}(0) \) describe the departure from vertical.

(c) The ellipticity vector \( e_{rand}(0) \) for a state in the point cloud will nearly lie in the horizontal plane. The interesting information is in the first two components; the third component \( e_{3 rand}(0) \) will be nearly zero.

(d) Two further pieces of information needed to specify a random state at time \( t \) are the size of the orbital ellipse and the position of the orbiting object along the ellipse. These are determined by the quantity \( h_{rand} \) and the mean anomaly

\[ M(t) = \xi_{rand} t \tag{2} \]

where

\[ \xi_{rand} = \sqrt{\frac{\mu}{(a_{rand})^3}} \]

is the mean motion.
(e) The change in true anomaly between a state in the point cloud from the central state at \( t = 0 \) can be computed as,
\[
\psi_{\text{rand}} = \text{atan2}(y_{\text{rand}}^2(0), y_{\text{rand}}^1(0)) - \text{atan2}(y_2(0), y_1(0))
\] (3)

(f) Putting the pieces together, we define the AST coordinates for a random element of the point cloud to be
\[
\psi_{\text{rand}}, \ n_{\text{rand}}^1, n_{\text{rand}}^2, \ e_{\text{rand}}, \ e_{\text{rand}}^1, \ e_{\text{rand}}^2, \ \xi_{\text{rand}}.
\]
Note that under Keplerian dynamics none of these coordinates varies with \( t \). The effect of \( t \) on the location of the object along its orbit is governed by (2).

3.2 Propagation in AST coordinates

**Example 1, continued.** First, we show the propagation in AST coordinates using same initial conditions (plus uncertainties mentioned in Example 1), in Fig. 5 all the AST coordinates can be approximated using univariate normal distribution.

**Figure 5. Example 1, continued.** Propagated point cloud \((N = 2000)\) in AST coordinates

**Example 2, continued.** Example 2 is a good test of a coordinate system because the initial uncertainties are large. A pairs plot for AST coordinates is given in Fig. 6. All the one-dimensional histograms and all the two-dimensional scatter plots appear to be approximately Gaussian.

3.3 A first order representation for AST coordinates

In the \( y \) frame of reference, assume that a random state at time \( t = 0 \) is a small deviation from the central state in (1); that is,
\[
y_{\text{rand}}(0) = \begin{bmatrix} A + \epsilon_1 \\ \epsilon_2 \\ \epsilon_3 \end{bmatrix}, \quad \dot{y}_{\text{rand}}(0) = \begin{bmatrix} B + \delta_1 \\ C + \delta_2 \\ \delta_3 \end{bmatrix}
\]
where \( \epsilon \) and \( \delta \) are "small". In this section we derive first order expressions for the AST coordinates in terms of \( \epsilon \) and \( \delta \). In all the expansions second and higher order effects are ignored. The calculations are split into groups.

**The change in true anomaly.** The change in true anomaly between a state in the point cloud from the central state at \( t = 0 \), can be computed using 3
\[
\psi_{\text{rand}} = \text{atan2}(\epsilon_2, A + \epsilon_1) - \text{atan2}(0, A) \approx \epsilon_2/A - 0 = \epsilon_2/A.
\]
The angular momentum vector. This vector can be expressed as

\[ h^{\text{rand}} = \dot{y}^{\text{rand}} \times \ddot{y}^{\text{rand}} \]

\[ = \begin{bmatrix}
\epsilon_2 \delta_3 - \epsilon_3 (C + \delta_2) \\
\epsilon_3 (B + \delta_1) - (A + \epsilon_1) \delta_3 \\
(A + \epsilon_1)(C + \delta_2) - \epsilon_2 (B + \delta_1)
\end{bmatrix} \]

\[ \approx \begin{bmatrix}
-\epsilon_3 C \\
\epsilon_3 B - A \delta_3 \\
AC + A \delta_2 + C \epsilon_1 - \epsilon_2 B
\end{bmatrix} \]

with squared norm

\[ (h^{\text{rand}})^2 \approx A^2 C^2 + 2AC(A\delta_2 + C\epsilon_1 - B\epsilon_2). \]

Further, the first two components of \( n^{\text{rand}} = h^{\text{rand}}/h^{\text{rand}} \) simplify to

\[ n_1^{\text{rand}} = -\epsilon_3 C, \quad n_2^{\text{rand}} = \epsilon_3 B - A \delta_3 \]

The eccentricity vector. After a bit of calculation, the expression for the eccentricity vector \( e^{\text{rand}} \) simplifies to

\[ e^{\text{rand}} = \frac{1}{\mu} \begin{bmatrix}
AC^2 + 2\delta_2 AC + C_1 C^2 - \epsilon_2 BC - \mu - \mu \epsilon_1 / A \\
-ABC - \delta_1 AC - \epsilon_1 BC - \delta_2 AB + \epsilon_2 B^2 - \mu \epsilon_2 / A \\
-\delta_3 AB - \epsilon_3 B^2 - \epsilon_3 C^2 - \mu \epsilon_3 / A
\end{bmatrix}. \]

Hence

\[ \epsilon_1^{\text{rand}} = \frac{1}{\mu} (AC^2 + 2\delta_2 AC + C_1 C^2 - \epsilon_2 BC - \mu - \mu \epsilon_1 / A), \]

\[ \epsilon_2^{\text{rand}} = \frac{1}{\mu} (-ABC - \delta_1 AC - \epsilon_1 BC - \delta_2 AB + \epsilon_2 B^2 - \mu \epsilon_2 / A). \]

The mean motion. From \( e^{\text{rand}} \), we can compute its squared norm

\[ e^{\text{rand}}^2 = \frac{1}{\mu^2} \{(AC^2 - \mu)^2 + 2(2\delta_2 AC + C_1 C^2 - \epsilon_2 BC - \mu \epsilon_1 / A)(AC^2 - \mu) + (ABC)^2 + 2(\delta_1 AC + \epsilon_1 BC + \delta_2 AB - \epsilon_2 B^2 + \mu \epsilon_2 / A)(ABC)\}. \]
Write
\[(e^{\text{rand}})^2 = e_c^2 + f_e^{\text{rand}},\]
where \(e_c^2\) denotes the eccentricity for the central state and write
\[(h^{\text{rand}})^2 = h_c^2 + f_h^{\text{rand}},\]
where \(h_c\) denotes the magnitude of the central angular momentum vector. Then
\[e_c^2 = \frac{1}{\mu^2} \{(AC^2 - \mu)^2 + (ABC)^2\},\]
\[f_e^{\text{rand}} \approx \frac{1}{\mu^2} \left\{2(2\delta_2 AC + \epsilon_1 C^2 - \epsilon_2 BC - \mu \epsilon_1 / A)(AC^2 - \mu) + 2(\delta_1 AC + \epsilon_1 BC + \delta_2 AB - \epsilon_2 B^2 + \mu \epsilon_2 / A)(ABC)\right\},\]
\[h_c^2 = A^2 C^2,\]
\[f_h^{\text{rand}} = 2AC(A\delta_2 + C\epsilon_1 - B\epsilon_2).\]

Then \(a^{\text{rand}}\) takes the form
\[a^{\text{rand}} = \frac{(h^{\text{rand}})^2}{\mu} \frac{1}{1 - (e^{\text{rand}})^2},\]
\[\approx \frac{h_c^2}{\mu} \frac{1}{1 - e_c^2} \left(1 + \frac{f_h^{\text{rand}}}{h_c^2} + \frac{f_e^{\text{rand}}}{1 - (e^{\text{rand}})^2}\right) = a_c + f_a^{\text{rand}},\]
where
\[a_c = \frac{h_c^2}{\mu} \frac{1}{1 - e_c^2} \quad \text{and} \quad f_a^{\text{rand}} = a_c(f_h^{\text{rand}}/h_c^2 + f_e^{\text{rand}}/(1 - (e^{\text{rand}})^2)).\]

Finally, if we write \(\xi^{\text{rand}} = \sqrt{\mu/(a^{\text{rand}})^3}\) in the form \(\xi^{\text{rand}} = \xi_c + f_\xi^{\text{rand}},\) then
\[\xi^{\text{rand}} = \sqrt{\frac{\mu}{(a_c + f_a^{\text{rand}})^3}} \approx \sqrt{\frac{\mu}{a_c^3(1 - 3 f_a^{\text{rand}} / 2 a_c)}} \approx \xi_c(1 - 3 f_a^{\text{rand}} / 2 a_c) \approx \xi_c - 3 f_a^{\text{rand}} / 2 a_c \approx \xi_c + f_\xi^{\text{rand}},\] say.

By putting these final expressions together, we can express the deviation \(f_\xi^{\text{rand}}\) in terms of \(\epsilon\) and \(\delta\).

### 3.4 Linearity analysis for AST state vectors

Next, we perform a linearity analysis for the AST coordinates to see to what extent the AST coordinates depend linearly on \(\epsilon\) and \(\delta\). For each component of \(\epsilon\) and \(\delta\), 20 equally spaced values were chosen in the interval \(\pm 2\) standard deviations, using the uncertainties from Example 1. Then with the other 5 components held fixed, the effect on the AST coordinates is shown as a pairs plot. A different color is used for each component (black, red and green for the three components of \(\epsilon\) and blue, cyan, violet for the three components of \(\delta\)). The plots are all superimposed in Fig. 7.
We can see that velocity uncertainties are having maximum impact on AST coordinates and only one position uncertainty (Z or $\epsilon_3$) have significant impact on AST coordinates.

In Fig. 7, scatter plots are extremely helpful for judging dependency among AST coordinates. From the scatter plots $1$ vs. $2$, $1$ vs. $3$, $1$ vs. $4$, $1$ vs. $5$, $1$ vs. $6$ we can say that the change in Y axis ($h_{1\text{rand}}, h_{2\text{rand}}, e_{1\text{rand}}, e_{2\text{rand}}, \xi_{\text{rand}}$) is 0 with respect to the X-axis or $\psi_{\text{rand}}$ and we can almost see a straight line. On the other hand, $e_{1\text{rand}}$ and $\xi_{\text{rand}}$ are highly correlated (correlation close to 1).

![Figure 7. Example 1. Linearity analysis for AST state vectors](image)

### 4. INCORPORATING NON-KEPLERIAN PERTURBATION EFFECTS

The preceding sections all used Keplerian dynamics. In this section we incorporate two different perturbation effects: oblateness and atmospheric drag. Since atmospheric drag is dominant in LEO orbit, we emphasize this situation. For modelling oblateness ($J_2$ effect), we have followed the model proposed by J.H. Jo et al.\textsuperscript{17}

To visualize the impact of the atmospheric drag, we consider the standard drag model. Acceleration due to
atmospheric drag are computed using Gauss equation of motion, which are given below:

\[
da = 2 \frac{a^2}{\sqrt{\mu p}} [f_r e \sin \theta + f_\theta \frac{p}{r}],
\]
\[
d e = \frac{1}{\sqrt{\mu p}} [f_r p \sin \theta + f_\theta ((p + r) \cos \theta + r e)],
\]
\[
d i = f_h \frac{r}{\sqrt{\mu p}} \cos (\Omega + \omega),
\]
\[
d \Omega = f_h \frac{r}{\sqrt{\mu p}} \sin (\Omega + \omega),
\]
\[
d \omega = -\sqrt{\frac{p}{\mu}} f_h \frac{r}{p} \cot i \sin (\Omega + \omega) +
\]
\[
\frac{1}{e} (f_r \cos \theta - f_\theta (1 + \frac{r}{p}) \sin \theta),
\]
\[
d M = n - f_r \sqrt{\frac{2r}{\mu a}} - \frac{1 - e^2}{e} \sqrt{\frac{a}{\mu}} \cos \theta - \frac{1 - e^2}{e} \sqrt{\frac{a}{\mu}} (1 + \frac{r}{p}) \sin \theta
\]

Further,

\[
r = a \frac{1 - e^2}{1 + e \cos \theta}
\]

Here, \(\theta, a, r, \mu, E, \omega, i, e, n\) (or \(\xi\) in our notation) denote true anomaly, semi major axis length, radial distance, gravitational constant, eccentric anomaly, argument of perigee, inclination angle, mean motion respectively. Further, \(da, de, di, d\Omega, d\omega, dM\) indicate small changes in major axis length, eccentricity, inclination angle, RAAN, argument of perigee and mean anomaly respectively. In this paper, we have iteratively added both perturbations after every single orbit.

**Example 3.** Here we have considered the same initial conditions that we used in example 1. In this section we describe impact of perturbations on AST coordinates. We considered two types of propagations: a) short term (30.25 orbital periods compared to the central orbit) and, b) long term (100.25 orbital periods compared to the central state). The results are summarized using Figs. 8 and 9.

Note that, under Keplerian dynamics, if we propagate the point cloud then only the last element (\(\xi\) or \(\xi_t\)) changes with time, other elements remain fixed. However, under non-Keplerian dynamics (after incorporating perturbation effects), all the elements show significant amount of change in their means and variances.

Fig. 8 and 9 indicate perturbed AST coordinates after \(t = 30.25\) and \(100.25\) orbits. These plots (Figs. 8 and 9) are useful for visualizing normality. However, they don’t provide enough information regarding change of variances. In Table 1, we compare variances between Fig. 8 and Fig. 9 and it shows that, if we propagate for a long time then variances change significantly for AST coordinates.

<table>
<thead>
<tr>
<th>AST coordinate</th>
<th>variance (Fig. 8)</th>
<th>variance (Fig. 9)</th>
<th>change (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change in true anomaly</td>
<td>0.761131E-04</td>
<td>1.63448E-04</td>
<td>114.74</td>
</tr>
<tr>
<td>Angular momentum vector 1</td>
<td>0.000194E-04</td>
<td>0.000202E-04</td>
<td>4.32</td>
</tr>
<tr>
<td>Angular momentum vector 2</td>
<td>0.022133E-04</td>
<td>0.029858E-04</td>
<td>34.90</td>
</tr>
<tr>
<td>Eccentricity vector 1</td>
<td>0.081489E-04</td>
<td>0.118658E-04</td>
<td>45.61</td>
</tr>
<tr>
<td>Eccentricity vector 2</td>
<td>0.022553E-04</td>
<td>0.029786E-04</td>
<td>32.07</td>
</tr>
<tr>
<td>mean motion</td>
<td>0.02E-09</td>
<td>0.029E-09</td>
<td>44.85</td>
</tr>
</tbody>
</table>
5. STATISTICAL ANALYSIS

So far, we have judged normality in histograms or scatterplots by visual assessment. However, it is possible to take a more formal approach to these assessments using statistical tests. Two suitable test statistics were developed by Mardia to assess skewness and kurtosis, respectively. These tests can be used on point clouds in all dimensions and have been implemented in the R programming language. For our purposes we shall apply the tests to pairs of variables (e.g. as shown visually in the scatterplots). The results of each test can be summarized by a p-value. If normality holds, the p-value will be uniformly distributed between 0 and 1. However, if normality fails, then the p-value will tend to be close to 0. To carry out the statistical test, a small threshold $\alpha$ is chosen (e.g. $\alpha = 0.05$) and if the p-value is below the threshold, then the hypothesis of normality is rejected. For each figure, two p-values have been computed, one for skewness, and another for kurtosis.

The p-values for the examples in this paper are summarized in Table 2. Several features are of interest. For Cartesian-ECI coordinates, many of the propagated variables and pairs of variables dramatically fail the normality test. These results reinforce our visual impression. On the other hand, for AST coordinates (Figs. 5, 6, 8 and 9) p-values are greater than 0.05.
**Caution.** The power of a statistical test depends on the sample size (here the number of simulated points in the point cloud). If the underlying distribution is even slightly non-normal, then for a large enough sample size, the hypothesis of normality will be eventually rejected. Here we have used a sample size of $N = 2000$, which is adequate to confirm the approximate normality in Figs. 3, 5, 6, 8, 9 and to strongly reject normality in most of the plots in Figs. 1, 2 and 4.

<table>
<thead>
<tr>
<th>Figure details.</th>
<th>$P_{skewness}$</th>
<th>$P_{kurtosis}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cartesian-ECI</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Keplerian</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Equinoctial</td>
<td>0.5</td>
<td>0.61</td>
</tr>
<tr>
<td>Equinoctial (increased uncertainty)</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>AST coordinates</td>
<td>0.3</td>
<td>0.23</td>
</tr>
<tr>
<td>AST coordinates (increased uncertainty)</td>
<td>0.55</td>
<td>0.7</td>
</tr>
<tr>
<td>Perturbed AST (short-term)</td>
<td>0.3</td>
<td>0.27</td>
</tr>
<tr>
<td>Perturbed AST (long-term)</td>
<td>0.11</td>
<td>0.1</td>
</tr>
</tbody>
</table>

**6. CONCLUSION**

To summarize, in this paper we motivated the reason for constructing AST coordinates, and gave a new variant which has a more intuitive construction and interpretation. Further we gave a first order expansion in terms of deviations from a central state. This expansion demonstrated that AST coordinates are approximately linear functions of the deviations from a central state and helps explain why AST coordinates are generally typically approximately Gaussian whatever the initial conditions are.

Finally, we incorporated two perturbation effects from Keplerian dynamics and showed empirically that for large and moderate propagation times, the AST coordinates are still approximately Gaussian, though with a larger covariance matrix than under Keplerian dynamics.
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