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ABSTRACT

A recently introduced method for Orbit Determination (OD) is Physics Informed Neural Networks (PINNs). PINNs
perform supervised prediction of cislunar satellite position while simultaneously respecting laws of orbital dynamics
as described by nonlinear partial differential equations. The parameters of the PINN are trained to minimize a mean
squared error loss that is a summation of (1) dynamics errors expressed under Circular Restricted 3 Body (CR3B) dy-
namics, and (2) measurement errors. The measurement error is a function of ancillary information (time and telescope
location) and predicted satellite location, meaning that the true position of the observed satellite is not available to the
PINN during the training phase. Due to lack of true state information, there can be no initial or bounding constraints
placed on satellite position. Consequently, there is a high likelihood that a PINN gets trapped in a dynamically unsta-
ble gravitational region from which it cannot escape. We propose a repeatable method for training PINNs such that
they avoid drifting into gravitationally unstable solutions: transfer learning. Transfer learning in this context means
training the PINN to predict the position and velocity on an initialization trajectory prior to performing training on
observed line of sight measurements. Transfer learning, in essence, primes the PINN parameters such that network
biases and weights are not randomized at the beginning of training.

Our research shows that transfer learning results in more repeatable, faster, and more dynamically stable training of
PINNs for OD. Qualitatively, we demonstrate the problem of poor parameter initialization of PINNs causing them to
predict gravitationally unstable solutions and show how they are unable to escape due to explosion of the dynamical
loss term. We also qualitatively show how transfer learning produces repeatable OD outcomes even when the initial
state vector is randomized across the full span of a cislunar family’s trajectory. Quantitatively, we demonstrate that
transfer learning increases the percentage of runs for which acceptable OD trajectories are obtained. Our results show
that transfer learning yields OD solutions that are within a 0.5 degree Field of View (FoV) of the true line of sight for
the full trajectory at ∼4× the rate of PINNs that have randomized initial weights (85% for transfer learning vs 19% for
randomized weights). Furthermore, the mean position error of transfer learned solutions is ∼1E3 kms after training
for 2000 epochs, as opposed to ≥1E4 kms for PINNs trained from a randomized initial state after ∼5000 epochs at
the same learning rate.
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Fig. 1: Collecting line of sight data to perform Orbit Determination (OD) in a Circular Restricted Three Body (CR3B)
frame: a telescope (purple) rotating with the surface of the Earth as the primary mass collects lines of sight (li) of a
satellite (orange) as it orbits about the L1 point.

1. INTRODUCTION

Determination of the position and velocity of a spacecraft via Orbit Determination (OD) is critical for tasks such as
space traffic management and stationkeeping. Performing OD on near-earth objects is a well studied problem, with
solutions varying from onboard Global Positioning System (GPS) data to ground-based observations [1]. Research
has shown that Initial Orbit Determination (IOD) solutions such as Gauss’ Method, Double-R Iteration, or Gooding’s
Method can be used to obtain satellite position and velocity from a small set of Electro-Optical (EO) line of sight
measurements without a priori knowledge of the satellite’s position using the collection scheme outlined in Figure
1 [1–4]. After performing IOD, Precise Orbit Determination (POD) is performed using sequential or batch estimation
techniques to estimate the current state from the IOD state estimate [5]. Unfortunately, the methods of performing
angles-only OD on near-earth objects do not extend to the cislunar domain [6, 7].

This is due to the fact that the techniques developed for near-Earth OD commonly rely on the two-body gravitational
assumption for estimating satellite orbital parameters [8]. These traditional IOD methods solve for Keplerian orbital
elements or the position and velocity that approximate the dynamical orbit of near-earth objects based on the underly-
ing assumption that the trajectory is elliptical in nature [9]. These simplifying assumptions break for regions of cislunar
space extending beyond Geostationary (GEO) orbit because the moon’s gravitational effects become non-negligible,
requiring three-body gravitational models to describe satellite trajectories [6, 10]. Under three-body dynamics orbits
are not necessarily periodic, do not necessarily remain fixed to a plane, and are usually not elliptical [11].

The fundamental shift in assumptions that can be made requires novel techniques to be developed for cislunar OD.
Consequently, optimizing observation networks [12–17] and techniques [7,18,19] for cislunar OD has become a criti-
cal focus in recent years along with the rise in Moon-bound traffic [20]. One solution that has recently been proposed is
using Physics Informed Neural Networks (PINNs) to perform cislunar OD [21]. PINNs exploit the standard Machine
Learning (ML) training technique known as automatic differentiation for the additional purpose of approximating par-
tial derivatives of network outputs with respect to network inputs and model parameters [22]; this effectively allows
PINNs to incorporate known differential equations of the physical problem under study into the training, reducing the
resemblance of the problem to a “black-box” [23]. While PINNs have been shown to estimate high accuracy cislunar
trajectories [19, 21], studies have not been performed on the stability and repeatability of these methods across the
random initialized state from which they begin training.

Our results show that PINNs appear are plagued by similar convergence issues that affect traditional batch estimation
algorithms. Spatial bounding constraints are known to affect the performance of traditional batch-estimation algo-
rithms for cislunar IOD. As an example, Scorsoglio et al in a study on cislunar OD showed that if the initialization
position or velocity error for batch estimation are greater than just 5%, that the algorithms can have ≥90% likelihood
to not converge to the true trajectory [21]. In this study, we show that a lack of spatial constraints causes PINNs to
have a similarly high potential to produce sub-optimal trajectory estimates. We demonstrate that this is due to the
PINN becoming trapped across boundaries of high pseudopotential energy within the three-body system. We propose
one potential solution for spatially constraining PINN trajectory estimates: transfer learning. Our results demonstrate
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that transfer learning primes network biases and weights; this technique spatially constrains the PINN and allows it to
converge on the true trajectory via gradient based optimization.

2. THEORY

2.1 Circular Restricted Three Body Problem (CR3BP) Dynamics

In this study, satellite motion under the gravitational influence of the Earth and Moon within the cislunar volume
is modeled using Circular Restricted Three-Body Problem (CR3BP) dynamics. This topic is covered extensively in
numerous publications such as [11] and [24]. It will therefore only be briefly described here for the sake of brevity.

Under CR3BP dynamics, the spacecraft’s motion is due to gravitational influence of the Earth and Moon that are
approximated as point masses [25]. In order to simplify equations, the spacecraft’s state is expressed within a non-
inertial (i.e. rotating) coordinate system that rotates with angular velocity of magnitude equal to the rate of rotation of
the primary masses moving in circular orbits about their barycenter [24]. The time-scales, distances, and masses of
the three bodies are adimensionalized to further simplify the equations of motion [24,25]. This results in the following
equations for the non-maneuvering acceleration of the satellite within the Earth-Moon rotating frame as a function of
it’s non-inertial, adimensional position (r = [x,y,z]) [24]:

ẍ =−1−µ

ρ13 (x+µ)− µ

ρ23 (x−1+µ)+2ẋ+ ẋ , (1)

ÿ =−1−µ

ρ13 y− µ

ρ23 y−2ẋ+ ẏ , (2)

z̈ =−1−µ

ρ13 z− µ

ρ23 z , (3)

where the mass ratio µ = m2/(m1 +m2) ≈ 0.012277471 is used to adimensionalize the SI masses of the Earth (m1)
and Moon (m2); ρ1 is the distance of the satellite from the Earth at fixed position (R1) such that ρ1 = |r−R1|; and ρ2
is the distance of the satellite from the Moon at fixed position (R2) such that ρ2 = |r−R2| [25].

The dimensional SI times are scaled by a characteristic time (tchar) that is defined by the equation: tchar =

√
|R1D−R2D |3
G(m1+m2)

,

approximately equal to 4.348 days. [24, 25] In this equation, the Distance Unit (DU) is equal to the dimensional SI
distance in between the primary masses, taking on a constant value of: DU = |R1D − R2D | ≈ 384,400 km. The
adimensionalized times are used to integrate the adimensional acceleration of the satellite in Equations 1-3 using a
Ordinary Differential Equation (ODE) solver that is described in previous studies [12] and [18].

2.2 Physics Informed Neural Networks (PINNs)

Physics Informed Neural Networks (PINNs) were recently introduced by Raissi et al [23] as a method for data-driven
solution to and data-driven discovery of partial differential equations. The task of orbit determination falls under the
former category, and we will therefore only focus on the solving properties of PINNs. Problems being solved under
this data-driven solution framework take on the general form [23]:

f (t) = u(t)+N [u(t)] = 0 , t ∈ [0,T ] (4)

where u(t) denotes the latent solution, and N [·] is a nonlinear differential operator. The key concept of Raissi’s ap-
proach is to utilize a deep neural network to predict the latent solution u(t) [23]. By predicting the latent solution using
a neural network, the function f (t) takes on the form of a physics-informed neural network. Under this framework, the
weights and biases of the neural network are trained to minimize the following general Mean Squared Error (MSE)
loss term that is a function of both physical constraints and measurement constraints:

LPINN = MSEu +λ MSE f , (5)

MSEu =
1

Nu

Nu

∑
iu=1

∣∣∣u(tiu)−uiu

∣∣∣2 , (6)
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Fig. 2: The workflow used for physics informed machine learning orbit determination in this study.

MSE f =
1

N f

N f

∑
i f =1

∣∣∣ f (ti f )
∣∣∣2 , (7)

where λ is a weighting factor, [tiu , uiu ]
Nu
iu=1 denote the measured training data at discrete timesteps for the latent solution

u(t), and [ti f ]
N f
i f =1 denote timesteps where data is not observed but the PINN is required to satisfy physical constraints.

In plain terms, the loss MSEu fits the model to observed measurements while the loss MSE f enforces the known
constraints of the physical problem under study at timesteps in between collected measurements.

The deep neural network (u) that predicts output as a function of time (t) employs automatic differentiation in the
backpropagation algorithm that is used to train the network’s weights [26]. Automatic differentiation is used to train
deep learning models by taking derivatives of the output with respect to the weights and biases of the deep learning
model. These derivatives are then used by an optimizer to update the weights of the model, thereby enabling ML
systems to improve at model prediction across training epochs.

Automatic differentiation exploits the fact that every computer calculation can be represented as a sequence of primi-
tive arithmetic operations (multiplication. addition, subtraction, etc.) or functions (sin, cos, exp, etc.). By applying the
chain rule backwards from the output layer up to the input layer, partial derivatives of any order can be retrieved auto-
matically to machine precision [22, 23]. PINNs use these gradients to approximate differential equations (N [·]) with
respect to time and, optionally, spatial variables [26]. Therefore, the exact same automatic differentiation techniques
that are employed to train powerful neural networks are also used by PINNs to constrain model predictions to known
physics by using the approximated partial differential equations in the loss term MSE f [23].

2.3 Orbit Determination (OD) using PINNs

It has been recently shown that the solving power of PINNs can be applied to orbit determination problems [19, 21].
The motivation for applying PINNs to OD problems came about after it was shown that PINNs can potentially solve
Ordinary Differential Equations (ODEs) and systems of ODEs in which the only input to the network is time and the
boundary conditions are not defined [27]. The general framework for the orbit determination PINN that is used in this
study is outlined in Figure 2.

The neural network’s output is the position of the cislunar space object (u = r = [x,y,z]) and the neural network input
is the normalized time of the observation (discussed in Section B). To clarify, no spatial information is input to the
neural network such that the output is solely a function of input time. This means that boundary conditions are not
placed on the position of the satellite at any time over the observed trajectory. The importance of this lack of spatial
bounding will become clear when training issues of PINNs are discussed in Section 4 and will be revisited there.

The OD problem seeks to estimate the satellite’s position within the CR3BP frame using a line of sight from the
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telescope’s position to the satellite. The line of sight vector is denoted by right ascension (α) and declination (δ ) [21]:

α = arctan
(

y− ys

x− xs

)
; δ = arctan

(
z− zs√

(x− xs)2 +(y− ys)2 +(z− zs)2

)
(8)

where rs = [xs,ys,zs] denotes the known Earth-fixed location of the telescope. In order to avoid numerical problems
related to angles and to avoid computing arcsin and arctan terms, we utilize the sines and cosines of the angles rather
than the angles themselves [19]. Therefore, the measurement line of sight vector is taken to be l = [cosα,sinα,sinδ ].

To reiterate, the position of the satellite is never directly observed; only the line of sight along which the satellite lies is
observed. Due to this abstraction, there is no direct observability of the satellite’s position over the time of observation.
The loss function for the measurements, MSEu, consequently takes on the form:

MSEu =
1

Nu

Nu

∑
iu=1

∣∣∣los(r̂(tiu);rsiu)− liu
∣∣∣2 , (9)

where los is the line of sight transformation function of Equation 8 that accepts the predicted satellite position by the
deep learning model (r̂) and the known telescope location (rsiu) at timestep tiu , and liu is the measured line of sight at
timestep tiu . A diagram of this line of sight concept was outlined in Figure 1. Note that for this exploratory study, we
assume that there is no noise in the line of sight measurements.

In order to express the dynamical loss, we utilize the CR3BP dynamics that were introduced in Equations 1-3 of Section
2.1. Specifically, we use automatic differentiation to approximate the velocity (∂ r̂/∂ t) and acceleration (∂ 2r̂/∂ t2) from
the satellite position that is predicted by the neural network of the PINN. This results in the following loss terms that
must be minimized to satisfy the laws of motion within the three body frame:

Ldx =
1

N f

Nt

∑
i

(
∂ 2x̂
∂ t2 −2

∂ ŷ
∂ t

+ x̂+
(

1−µ

ρ13

)
(x̂+µ)+

(
µ

ρ23

)
(x̂−1+µ)

)2

(10)

Ldy =
1

N f

N f

∑
i

(
∂ 2ŷ
∂ t2 +2

∂ x̂
∂ t

− ŷ+ ŷ
(

1−µ

ρ13 +
µ

ρ23

))2

(11)

Ldz =
1

N f

N f

∑
i

(
∂ 2ẑ
∂ t2 + ẑ

(
1−µ

ρ13 +
µ

ρ23

))2

(12)

In the process of hypertuning our PINN, it was found that incorporation of loss terms to enforce smoothness of the
trajectory across adjacent timesteps resulted in better OD estimates. Therefore, our PINN training included additional
loss terms that enforced temporal continuity in velocity (Ltv ) and position (Ltp ) along the predicted trajectory:

Ltp =
1

N f −1

N f −1

∑
i

(
x̂i−1 +∆t

∂ x̂
∂ t

∣∣∣∣∣
i−1

+
1
2

∆t2 ∂ 2x̂
∂ t2

∣∣∣∣∣
i−1

− x̂i

)2

+

(
ŷi−1 +∆t

∂ ŷ
∂ t

∣∣∣∣∣
i−1

+
1
2

∆t2 ∂ 2ŷ
∂ t2

∣∣∣∣∣
i−1

− ŷi

)2

+

(
ẑi−1 +∆t

∂ ẑ
∂ t

∣∣∣∣∣
i−1

+
1
2

∆t2 ∂ 2ẑ
∂ t2

∣∣∣∣∣
i−1

− ẑi

)2

(13)

Ltv =
1

N f −1

N f −1

∑
i

(
∂ x̂
∂ t

∣∣∣∣∣
i

+∆t
∂ 2x̂
∂ t2

∣∣∣∣∣
i

− ∂ x̂
∂ t

∣∣∣∣∣
i+1

)2

+

(
∂ ŷ
∂ t

∣∣∣∣∣
i

+∆t
∂ 2x̂
∂ t2

∣∣∣∣∣
i

− ∂ ŷ
∂ t

∣∣∣∣∣
i+1

)2

+

(
∂ ẑ
∂ t

∣∣∣∣∣
i

+∆t
∂ 2ẑ
∂ t2

∣∣∣∣∣
i

− ∂ ẑ
∂ t

∣∣∣∣∣
i+1

)2

(14)
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The loss function that was utilized in order to enforce physical constraints on the PINN at the N f timesteps where no
measurement data was available is therefore given by:

MSE f = Ldx +Ldy +Ldz +Ltp +Ltv (15)

We note that this MSE function’s constituent loss terms are shown in the code samples from Appendix Section A.
This section shows how the automatic differentiation process is performed in practice, and how first- and second-order
partial derivatives are computed with respect to time in the Tensorflow library.

3. METHOD: TRAINING OF PINN FROM RANDOMIZED INITIAL STATE

While Section 2 described the theory behind training of a PINN for orbit determination, the practical details must be
discussed. This study leverages Tensorflow as the ML language [26], and training details will therefore be presented
in the context of this ML library. As was discussed, the power of PINNs derives from the underlying ML library’s
ability to perform automatic differentiation of the predicted position with respect to the input time variable. In order to
differentiate automatically, TensorFlow keeps track of all operations that led to an output prediction over the “forward
pass” that is used to generate an output prediction. During the “backward pass” to update the hidden weights (defined
in the literature as reverse-mode differentiation or, more specficially, backpropagation [22]), these operations are traced
in reverse in order to approximate the gradient of the output with respect to the neural network’s input.

The TensorFlow ML platform provides a tf.GradientTape API to trace operations from the input layer through the
output layer while making a prediction; this API ultimately enables automatic differentiation of the first and second
order with respect to time for this study [26]. The API “records” operations that are executed within the scope of a
tf.GradientTape block onto a “tape” object. TensorFlow then traces this “tape” backwards in order to compute the
gradients of a computation of interest via reverse-mode differentiation. To perform high-order differentation, gradients
of first-order gradients can also be recorded if they are nested within a tf.GradientTape’s scope. To shed light on
this process, we outline the algorithm that is used in the training of a PINN for orbit determination in Algorithm 1. We
also provide demonstrations of the calculation of the loss functions of Equation 15 using the automatic differentiation
process via the code in Appendix Section A.

There are three primary defined objects related to the machine learning components of the PINN in Algorithm 1. First,
we define the neural network (net) that is taken to be a Multi-Layer Perceptron (MLP) for this study is a function
of the number of layers (layers), the activation function (activation), and the number of units per layer (units).
Second, we define the optimizer (optim) is a function not only of the type of optimizer (type) but also of the learning
rate (learning rate). Third, we define the number of epochs over which the system will be trained (N e).

In terms of measurement information, the observed electro-optical observations and associated metadata are assumed
known prior to beginning training: the timesteps of observation (tobs) taken to be of length Nu, the telescope position
at those timesteps (rs) of size Nu ×3, and the line of sight observed from the telescope to the satellite at the timesteps
(lobs) of size Nu × 3. The timesteps for which dynamics constraints will be imposed (tdyn) are taken to be of length
N f = kNu where k is an integer greater than one such that physics constraints are enforced at a higher cadence than the
observation data.

Finally, there are three constants that are defined and fed to the training loop: the mass ratio of the Earth Moon rotating
system (µ = mu = 0.01215058) [24], the weighting of the dynamics loss (λ ), and a time normalization factor that must
be applied to normalize the timesteps (c) that is elaborated on in Appendix Section B.

After all of these values are prepared, the training loop is executed in a very straightforward manner. For each epoch,
the loss function operations are recorded by the tf.GradientTape object within it’s scope (Line 10). The gradients
of the total loss (Line 14) with respect to the neural network’s training weights and biases are then recorded (Line 15).
The optimizer then applies these gradients to update the network’s weights using the optimizer (Line 16).

While additional ML training concepts such as patience and early stopping can be added, this was the basic loop
carried out in this paper. We note that the reported results in Section 7 for an isolated PINN training run are derived
from the trajectory prediction with the lowest overall training MSE across epochs, as defined by Equation 5.

The values used in this study for training of the PINN from a randomized initial state are outlined in Table 1. The values
of N f , Nu, layers were chosen based on previous studies on optimal values for PINN-based orbit determination by
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Algorithm 1 Training a Physics Informed Neural Network (PINN) for Orbit Determination without transfer learning.

1: Defined
2: Neural Network: net(layers, activation, units)

3: Optimizer: optim(learning rate, type)

4: Number of Epochs: N e

5: Observations: tobs, rs, lobs,
6: Dynamics Timesteps: tdyn
7: Constants : mu, c, λ

8: Training Loop
9: for epochs = 1 : N e do

10: with tf.GradientTape() recording the gradients as variable tape:
11: Compute dynamics loss L d = dynamics loss(tdyn, net, mu, c) using code in Section A
12: Compute temporal continuity loss L t = temporal loss(tdyn, net, c) using code in Section A
13: Compute observational loss L u = observation loss(tobs, net, rs, lobs)
14: Compute the total weighted loss L total = L u + λ ( L t + L d)
15: Compute gradients of L total with respect to net’s trainable weights using tape.gradient()

16: Apply gradients to net to update weights using the optimizer’s routine optim.apply gradients()

17: end for

Table 1: Parameters used to trained the PINN from a randomized initial state using Algorithm 1 in this study.

Physics Machine Learning (ML)
Variable Nu N f λ learning rate type units activation layers N e

Value 200 2*Nu = 400 1E4 0.03 Adam [28] 64 tanh [29] 1 5000

Scorsoglio et al [19]. A brief hypertuning across learning rate and weighting factor (λ ) was then performed on a subset
of 10 cislunar trajectories. The other parameters were held fixed and were not tuned as hypertuning ML parameters
was not the focus of the study, but rather studying the stability of PINNs for orbit determination.

As can be seen in Table 1, there are a broad number of both physics based and ML based parameters that must be
tuned in order to obtain an optimal result for PINN-derived orbit determination. Optimally hypertuning across all of
these parameters is highly impractical to perform operationally due to the time involved and, as we will show in the
next Section, the potential to get trapped in sub-optimal OD solutions within a single randomized PINN OD run.

4. CHALLENGE: TRAINING INSTABILITY OF PINNS IN A RANDOMIZED INITIAL STATE

In Section 3, we outlined an approach for training PINNs for orbit determination. There are two complications with
using this training approach to obtain operationally useful trajectories. Our experiments show that these two limitations
can lead PINNs to predict sub-optimal trajectory estimates. In this Section, we isolate two training examples that
demonstrate these pitfalls and the ways in which they can prevent successful retrieval of the true trajectory.

4.1 Issue #1: Overfitting of Dynamics Loss

The first pitfall that can occur when training is that the PINN can overfit to the dynamics loss term. Recall that the MSE
loss function of Equation 5 requires definition of a constant (λ ) to account for the relative balancing of the observation
loss (MSEu) and dynamics loss (MSE f ). An improperly tuned value of λ can lead the network to seek out trajectories
with lower potential energy to the detriment of obtaining a trajectory that explains the line of sight measurements.

To demonstrate this, we trained a PINN using the approach of Section 3 to predict the trajectory of a satellite orbiting
the Earth-Moon L1 equilibrium point in a Vertical orbit characterized by a period (P) of 6.298847 adimensional Time
Units (TUs) and a stability index of 5.230350. The initial state vectors used to generate the orbit were obtained from
the JPL Three-Body Periodic Orbit Catalog [30] and fed to a first-order Ordinary Differential Equation (ODE) solver
for integrating satellite motion under CR3BP equations of motion [13]. We assumed that the satellite was observed
continuously from Atlanta, GA over a time window equaling 0.5P. The true trajectory of this satellite along the
adimensional XYZ axes of the Earth-Moon rotating system are shown in the top row of Figure 3.
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Fig. 3: PINN results using a randomized initial state on a cislunar satellite orbiting the Earth-Moon L1 equilibrium
point in a Vertical orbit with P =6.298847 adimensional Time Units (TUs) and a stability index of 5.230350. The top
row shows the adimensional trajectory estimates (colors) and the true trajectory (dashed black line). The bottom row
shows the dynamics loss MSE f (left) the observational loss MSEu (middle) and the estimated positional error (right).

A PINN was allowed to train on the observational data for N e = 5250 epochs using the parameters from Table 1 and
randomly initialized weights and biases. Trajectory estimates at different epoch iterations are shown via a colormap
in the top row of Figure 3. The scaled dynamics loss (λ ∗MSE f ) and the observational line of sight loss (MSEu) were
tracked and plotted in the left and middle figures of the bottom row, respectively. Additionally, the maximum position
error along the estimated trajectory was plotted as a function of epoch in the righthand of the bottom row of Figure 3.

From the trajectory estimates, it can be inferred that training proceeds in a stable manner for the initial ∼ 2500 epochs;
the observational loss and the dynamics loss both decrease in tandem suggesting appropriate choice of scale factor λ .
After this period, however, there is a short duration of training stability with spiking of both the dynamics and line of
sight loss terms. It can be seen that this instability ends near epoch 4200, after which the values of MSEu and MSE f
are actually lower than at the start of the training instability.

Analysis of the error in estimated satellite position (lower right of Figure 3) reveals that overfitting of the network
occurred as soon as the loss spiking began (epoch 2500). However, the truth trajectory position would not be available
when operationally deploying the PINN; only the values of MSEu and MSE f would be available. While it could be
argued that spiking of the MSE errors indicated overfitting, it would not be directly evident if the magnitude of the
spiking was lower or the period of spiking was shorter.

An additional challenge with diagnosing overfitting to the dynamical loss in this scenario is that the dynamics (MSE f )
and line of sight (MSEu) errors are smaller in magnitude after the training instability period ends. Analysis of the
predicted trajectory in the top row of Figure 3 reveals that the predicted trajectory after N e epochs is similar in
shape to the true Vertical orbit, but that it extends farther into the XY direction of the adimensional Earth-Moon
reference frame. This PINN solution is a plausible trajectory for explaining the observed line of sight, as evidenced
by the relatively lower line of sight loss (bottom middle plot Figure 3) after epoch 4200. This example highlights that
preventing overfitting of PINNs for orbit determination may not be as simple as employing techniques such as early
stopping or patience if the PINN can predict spatially incorrect, but observationally plausible trajectories.

4.2 Issue #2: Trapping of PINN Trajectory Estimate by Steep Pseudopotential Boundaries

The second pitfall that can occur when training a PINN from a randomized initial state is that the PINN can become
trapped into predicting a physically implausible trajectory estimate. As was discussed in Section 2.3, no spatial posi-
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tion information is available to constrain the PINN for initial orbit determination. Boundary conditions are therefore
not enforced on the satellite’s position at any point over the observed trajectory. This lack of spatial bounding can lead
the network’s trajectory estimate to become trapped on one side of a high gravitational potential boundary from which
it cannot escape without the dynamics loss (MSE f ) exploding in magnitude.

To demonstrate this, we trained a PINN using the approach of Section 3 to predict the trajectory of a satellite orbiting
the Earth-Moon L1 equilibrium point in a Lyapunov orbit characterized by period P = 6.511973 TUs and a stability
index of 53.675366. We once again assumed that the satellite was observed continuously from Atlanta, GA over a
duration of ∼ 0.5P. The true trajectory of this satellite along the adimensional XYZ axes of the Earth-Moon rotating
system are shown in the top row of Figure 4. The PINN was allowed to train on the observational data for N e = 8250
epochs using the parameters from Table 1 and randomly initialized weights and biases.

The trajectory predictions by the PINN shown in the top row of Figure 4 reveal that PINN initially predicts that
the satellite is at an extreme distance of nearly 7× the Earth-to-Moon distance along the Z = 0 plane. As the training
progresses from epoch 1000 to epoch 4000, the PINN network progressively learns that the predicted trajectory should
orbit about the L1 equilibrium point, as indicated by the trajectory predictions approaching the Moon and the line of
sight loss (MSEu) decreasing with increasing epoch.

Upon approaching the Moon’s center of mass at (X = 1− µ , Y = 0, Z = 0), the dynamics loss (MSE f ) begins to
sharply spike. This can be explained by the steep change in pseudopotential (U) magnitude that comes from moving
the satellite’s trajectory closer to the Moon’s center of mass. This pseudopotential is described by Equation 16 and
plotted as a contour map in Figure 5 [24]:

U = (x2 + y2)/2+(1−µ)/ρ1 +µ/ρ2 (16)

where ρ1 and ρ2 respectively denote the distance of a point in the Earth-Moon rotating frame from the primary (i.e.
Earth) and secondary (i.e. Moon) bodies under CR3B dynamics [24].

Ultimately, the explosion of the dynamics loss MSE f prevents the optimizer from moving the predicted satellite tra-
jectory towards the the L1 point on the near side of the Moon; the predicted trajectory remains trapped on the far side
of the Moon near the L2 point. The observational loss (MSEu) and dynamical loss (MSE f ) levels after epoch 5500
indicate that the PINN has settled for a sub-optimal trajectory prediction and that the optimizer is unable to reach the
optimal solution via gradient-based optimization with the current learning rate.

This PINN training example highlights that improper initialization of the PINN weights can cause the PINN’s tra-
jectory prediction to become trapped on the wrong side of high psuedopotential energy boundaries. An alternative
representation of Figure 4 to prove this point is shown in Figure 5. In this Figure, the natural logarithm of the psue-
dopotential (U) is plotted as a blue contour map, with the true trajectory of the L1 Lyapunov satellite shown as a
dashed black line. The predicted trajectories at select epochs are shown via a plasma colormap. It can be seen that the
PINN’s trajectory predictions become stalled on the ridge of the steep pseudopotential gradient on the far side of the
Moon around epoch 4000.

5. SOLUTION: TRANSFER LEARNING

Section 4 shows that there are two primary challenges with training of PINNs from a randomized initial state. To
overcome these challenges, we essentially want to prevent the model from under-fitting to the observation loss (MSEu)
and also prevent the model’s trajectory predictions from becoming trapped on the wrong side of high psuedopotential
boundaries. In order to correct these issues we propose a simple and intuitive method for priming the weights of the
PINN before Algorithm 1 begins: transfer learning the ML model on a cislunar trajectory.

5.1 Algorithm

The motivation for this transfer learning method comes from recent research on classifying cislunar families using light
curves. Researchers have shown that ML systems can be trained to retrieve the orbital family [9,18] and potentially the
stability index [18] from electro-optical observations of cislunar satellites. From the classified cislunar family, a time
series of positions (rinit) and velocities (vinit) can be generated by using a randomly phased initial state vector. In our
proposed transfer learning approach, the initialization trajectory is then used to train the network to predict position
and velocity according to Algorithm 2. As can be observed, the training loop is remarkably straightforward in nature.
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Fig. 4: PINN results using a randomized initial state on a cislunar satellite in a Lyapunov L1 orbit with P =6.511973
adimensional Time Units (TUs) and a stability index of 53.675366. The top row shows the adimensional trajectory
estimates (colors) and the true trajectory (dashed black line). The bottom row shows the dynamics loss MSE f (left)
the observational loss MSEu (middle), and the estimated positional error (right).

Fig. 5: Alternative form of the PINN predictions from Figure 4. The natural logarithm of the psuedopotential (U) is
plotted as a blue contour map. The L1 and L2 points are plotted as red and green diamonds, respectively. The true
Lyapunov L1 orbit is plotted via a black dashed line. The predicted trajectories by the PINN across training epoch are
shown via the colormapped lines.
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Algorithm 2 Transfer learning a Physics Informed Neural Network (PINN) to prime weights and biases.

1: Defined
2: Neural Network: net(layers, activation, units)

3: Optimizer for Transfer Learning: optim tl(learning rate tl, type tl)

4: Number of Transfer Learning Epochs: N e tl

5: Initialization Trajectory: tinit, pinit, vinit,
6: Constant : c
7: Training Loop
8: for epochs = 1 : N e tl do
9: with tf.GradientTape() recording the gradients as variable tape:

10: Compute transfer loss using code in Section A: L = tl loss( tinit, net, pinit, vinit, c)
11: Compute gradients of L with respect to net’s trainable weights using tape.gradient()

12: Apply gradients to net to update weights using the optimizer’s routine optim tl.apply gradients()

13: end for

Table 2: Parameters used to transfer learn the PINN according to Algorithm 2.

Variable learning rate tl type tl N e tl

Value 0.03 Adam 150

The same network (net) that was used in Algorithm 1 is used in this precursor transfer learning stage. A separate
optimizer (optim tl) is used to train the network during this transfer learning stage. A differing, smaller number of
training epochs (N e tl) is used in the transfer learning stage with the goal of mitigating overfitting. These parameters
for this study are outlined in Table 2.

The new inputs to the transfer learning algorithm are the initialization timesteps (tinit), the initialization positions along
the trajectory (pinit), and the initialization velocities along the trajectory (vinit). Note that, in reality, the initialization
timesteps are the same as the observation timesteps (tobs) given that we are attempting to fit to a trajectory that occurs
over the same timescale as the observed lines of sight (lobs).

This initialization trajectory is used as input to a transfer learning loss function (tl loss) that trains the neural
network (net) to minimize the following transfer learning MSE loss (MSEtl) in the transfer learning loss function
(tl loss(·)):

MSEtl =
1

Nu

Nu

∑
iu=1

∣∣∣∣∣r̂(tiu)− rinitiu

∣∣∣∣∣
2

+

∣∣∣∣∣∂ r̂(tiu)

∂ t
−vinitiu

∣∣∣∣∣
2
 , (17)

where we are computing the norms of the neural network predicted trajectory (r̂) and its derivatives (∂ r̂/∂ t) to the
initialization positions (rinit) and velocities (vinit), respectively. This loss is computed over the same Nu timesteps (tiu )
of our observed line of sight measurements.

After training the network via Algorithm 2, training proceeds according to the same loop as the original PINN training
method in Algorithm 1. However, the network weights begin the training loop in a non-randomized state that predicts
positions along the initialization trajectory. This can be thought of as a way of passively enforcing spatial constraints
on the trajectory estimates, given that none are imposed when training via the approach of Algorithm 1.

5.2 Qualitative Analysis of Transfer Learning

We believe that transfer learning approach provides a means for overcoming the two primary challenges that were
addressed in the preceding Section. First, priming the network to predict a trajectory that explains the line of sight
observations increases the potential for retrieving a trajectory estimate that explains the measurements. Second, ini-
tializing the network adjacent to the true equilibrium point potentially prevents it from becoming trapped on the wrong
side of pseudopotential boundaries.

To qualitatively demonstrate the potential of transfer learning, we present example cases of training a PINN to predict
the trajectory of satellites in two separate orbits: (a) a Lyapunov orbit about the L1 equilibrium point characterized
by a period of P = 6.512 TUs and a stability index (v) of 53.675; (b) a Vertical orbit about the L1 equilibrium point
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(a)

(b)

Fig. 6: PINN training results using a randomized initial state: (a) Lyapunov L1 orbit with P =6.512 adimensional
Time Units (TUs) and a stability index (v) of 53.675, (b) Vertical L1 orbit with P = 6.298 TU and v = 9.090. The true
trajectory is shown via a dashed black line and the results of 25 runs are shown in red lines.

characterized by P = 6.298 TU and v = 9.090.

In the first case, we performed 25 training runs of a PINN on a slice of the trajectory of duration 0.1P for 3000 epochs
from a randomized initial state. Resulting trajectory estimates are shown via the red trajectory plots in Figure 6. It
can be seen that the spread of trajectory predictions is quite broad, indicating that the PINN is likely encountering
similar training issues to those described in Section 4. However, the PINN appears to have a higher success rate for
the Vertical L1 orbit, suggesting that measuring lines of sight off the Earth-Moon (i.e. Z = 0) plane can increase the
performance of PINNs in general.

We then performed 25 training runs of a PINN on a slice of the trajectory of duration 0.1P for 3000 epochs on three
different initialization cases for transfer learning.

In the first case, shown in blue, transfer learning was performed using initializaton trajectories from the same cislunar
family and stability index as the truth trajectory. Note that these trajectories were randomly phased within the cislunar
family’s trajectory for each run, meaning that the initialization positions and velocities could be substantially different
from the true positions and velocities. Despite this, the PINN is able to consistently settle on nearly the exact trajectory
as the truth trajectory. This ability to overcome an incorrect initial state estimate suggests that priming a PINN’s
parameters to predict a trajectory with a similar pseudopotential to the truth can yield consistent and accurate results.

In the second case, shown in orange, we assumed that the correct cislunar family was predicted by the ML system but
that the stability index was incorrectly predicted. From these results, we can see that the shape profiles of predicted
trajectories nearly align with the true trajectory. These predicted trajectories would ultimately still be operationally
useful for re-acquisition of a lost track due to their close proximity to the true trajectory.
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Fig. 7: PINN training results using transfer learning for initialization: (a) Lyapunov L1 orbit with P =6.512 adimen-
sional Time Units (TUs) and a stability index (v) of 53.675, (b) Vertical L1 orbit with P = 6.298 TU and v = 9.090.
The true trajectory is shown via a dashed black line and the results of 25 runs for transfer learning on (1) the correct
cislunar family and correct stability, (2) the correct cislunar family but incorrect stability, and (3) the incorrect cislunar
family are shown in (1) blue, (2) orange, and (3) green, respectively.

In the final case, we simulated that the incorrect cislunar family was predicted by the ML classifier system, but that it
was able to correctly predict that the satellite was orbiting the L1 equilibrium point. These results are shown in green in
Figure 7. From these results, we can see that the spread of the predicted trajectories is broader, but that the trajectories
often nearly match the true trajectory. This provides qualitative evidence that transfer learning can be useful even if it
is only used to constrain the initial pseudopotential region that is predicted by the network.

We stress that the results produced in Figure 7 do not require knowledge of the true initial position and velocity.
The initial position and velocity slices were randomized for each run, but the transfer learned PINN was able to yield
consistent results across multiple optimizations. This provides evidence that simply initializing the trajectory estimates
adjacent to the equilibrium point of the satellite’s orbit can yield the needed spatial bounding that was outlined in
Section 4. In the next section, we outline an experimental setup that was used to test this hypothesis.

6. EXPERIMENTAL SETUP

In order to test the hypothesis that transfer learned PINNs can yield higher accuracy and more repeatable orbit deter-
mination results than randomly initialized PINNs, we set up an experiment to test performance across cislunar orbits
and initialization methods. We tested four different initialization cases, and eight different cislunar families for which
orbit determination was being performed.

In the first initialization case, denoted as “Random Weights” in our Results, the weights and biases of the neural
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Table 3: The transfer learning experimental cases. A truth trajectory was generated and a PINN was trained to perform
transfer learning OD for three cases: (1) the family and stability index (v) was known, (2) the family was known but v
was not, and (3) the family was not known. Units of period (P) are in TU and units of stability (v) are unitless.

Initialization Trajectory
Case Truth Trajectory Same Family, Same Stability (v) Same Family, Different Stability (v) Different Family

1
Axial L1
P=4.052
v=248.05

Axial L1
P=4.052
v=248.05

Axial L1
P=4.030
v=237.52

Lyap L1
P=7.102
v=62.53

2
DPO

P=3.615
v=1.00

DPO
P=3.615
v=1.00

DPO
P=5.030
v=1.00

N Halo L1
P=2.416
v=1.42

3
Lyap L1
P=6.629
v=53.86

Lyap L1
P=6.629
v=53.86

Lyap L1
P=7.102
v=62.53

LPO
P=3.501
v=42.30

4
Lyap L1
P=7.239
v=70.19

Lyap L1
P=7.239
v=70.19

Lyap L1
P=7.191
v=66.96

Axial L1
P=3.955
v=202.66

5
Lyap L2
P=7.133
v=50.60

Lyap L2
P=7.133
v=50.60

Lyap L2
P=7.445
v=53.52

DPO
P=5.03
v=1.00

6
N Halo L1
P=2.071
v=2.31

N Halo L1
P=2.071
v=2.31

N Halo L1
P=1.857
v=2.79

Lyap L1
P=7.007
v=59.27

7
N Halo L2
P=1.788
v=1.69

N Halo L2
P=1.788
v=1.69

N Halo L2
P=2.416
v=1.42

Axial L2
P=4.34

v=140.27

8
Vertical L1

P=6.298
v=9.09

Vertical L1
P=6.298
v=9.09

Vertical L1
P=6.297
v=12.19

Lyap L1
P=7.102
v=62.53

network were randomized before training the neural network to perform orbit determination according to the approach
outlined in Section 3. In this case, there was no transfer learning performed on the neural network to prime the weights,
and the parameters in Table 1 were used to train the model.

In other three initialization cases, transfer learning on an initialization trajectory was performed using the approach
outlined in Section 5.1 and the parameters outlined in Table 2. After performing transfer learning to prime the neural
network parameters, training proceeded according to the approach of Section 3 using the parameters of Table 1.

There were three different methods for choosing an initialization trajectory. In the first method, denoted as “Same
Family, Same Stability” in our results, we assumed that the orbital family, period, and stability were correctly predicted
by an ML classification algorithm. In the second method, denoted as “Same Family, Different Stability” in our results,
we assumed that the family was correctly predicted but that the orbital stability and period were incorrectly predicted.
In the third method, denoted as “Different Family”, we assumed that the family was incorrectly predicted by the ML
classification system.

There were eight total cislunar orbits for which truth trajectories were drawn and then trained on according to one of
these four neural network parameter initialization methods. The truth cislunar orbits are shown in Table 3, where it
can be seen that we chose a spread of in-plane vs. out-of-plane families and also chose equilibrium points covering
the region surrounding the Moon. Table 3 shows the initialization orbit that was used to generate randomly drawn
initialization trajectories for the three transfer learning methods.

In total, there were 75 training runs performed for each of the 4 initialization methods across each of the 8 cislunar
truth families. Additionally, we varied the duration of the orbit that was observed across three time windows values
as a function of the period of the truth orbit: [0.1P, 0.2P, 0.4P]. Essentially, this means that orbit determination
was performed on observed line of sight measurements spanning 10%, 20%, and 40% of the truth orbit’s period,
respectively. In total, (8 orbits × 4 initialization cases × 75 randomized runs × 3 temporal windows) = 7200 PINN
training runs were performed across this series of experiments. The results of these training runs are quantitatively
analyzed in the next Section in terms of the overall accuracy and repeatability of each of the tested neural network
parameter initialization methods.
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Fig. 8: The percentage of PINN line of sight estimates that remained within 0.5◦ of the true line of sight for the entire
trajectory plotted as a function of percentage of the orbit’s period observed and the initialization method for the PINN.

7. RESULTS

7.1 Line of Sight Performance of PINNs

When performing orbit determination the position of the spacecraft is unknown. For the case of Initial Orbit Deter-
mination (IOD) in particular, a priori knowledge of the spacecraft state is unavailable and must be retrieved in order
to perform Precise Orbit Determination (POD) using follow on measurements [1, 3, 31]. Because the true position
is unknown when performing orbit determination, positional accuracy cannot be used to evaluate the quality of an
orbit determination estimate operationally. The ability of the PINN’s estimated trajectory to model the measured line
of sight measurements is therefore a useful operational metric. Research has shown that obtaining low line of sight
errors in an IOD solution can lead to better performance for POD solutions [1, 32]. Furthermore, if the angular error
of a trajectory estimate is lower than the Field of View (FOV) of a telescope, then there is a greater likelihood of
recovering the object at a later time [19]. We therefore evaluated the line of sight errors of the PINN solutions across
the percentage of the orbit’s period that was observed and the initialization method employed.

In the first analysis, we studied the percentage of PINN solutions that remained within 0.5◦ of the true trajectory for
the entire observed line of sight. This modeled a scenario of a telescope with a 0.5◦ FOV maintaining custody of
cislunar objects. This metric is plotted in Figure 8. This plot shows that priming the PINN’s parameters via transfer
learning using an initialization trajectory of the same stability and period significantly increases the proportion of time
that the retrieved trajectory explains the line of sight.

Interestingly, the success rates across all initialization methods are inversely proportional to the duration of the trajec-
tory that was observed. When short arcs (0.1P) were used to train the PINN, transfer learning on trajectories with the
same period and stability yielded a ∼ 4× improvement over random initialization (0.85 vs. 0.19). When longer arcs
(0.4P) were used to train the PINNs, the improvement grew to ∼ 14× but the overall success rates of both methods
dropped (0.56 vs. 0.04). This suggests that the PINNs trained in this study performed better for shorter arcs,
regardless of the initialization method used to prime the neural network parameters.

Another interesting point drawn from Figure 8 is that using any initialization method, even if the cislunar family is
unknown, increases the proportion of time that the PINN solution converges to a trajectory explaining the line of sight
measurement by a factor of 3× to 9× as the length of the observed arc increases. This suggests that PINN transfer
learning can be used to explore the trajectory solutions that would be obtained by different cislunar families
simply by priming the PINN parameters; transfer learning therefore potentially has an exploratory application
as well as training regularization capabilities.

We note that these results held as a general rule but did vary across the eight different cases considered in this study.
To illustrate this, we show the MSEu results for Case #2 (Distant Prograde Orbit (DPO), P = 3.615 TU, v=1.00) and
Case #7 (Northern Halo L2, P = 1.788 TU, v = 1.69) in Figures 9 and 10, respectively. These box-and-whisker plots
show the Interquartile Range (IQR) in the colored segment, with whiskers extending to 1.5×IQR and outliers shown
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Fig. 9: Box-and-whisker plot of the final MSEu values for Case #2 of a Distant Prograde Orbit (DPO), characterized
by P = 3.615 TU and v=1.00. Whiskers extend to 1.5× the Interquartile Range (IQR).

Fig. 10: Box-and-whisker plot of the final MSEu values for Case #7 of a Northen Halo L2 orbit characterized by
P = 1.788 TU and v = 1.69. Whiskers extend to 1.5× the Interquartile Range (IQR).

via unfilled circles.

For the DPO orbit of Case #2, the trends across initialization method and percent of the period observed follow the
same general trends that are illustrated across all cases in Figure 8. However, the MSEu results for Case #7 do not
follow this trend across the percentage of the period observed. For example, when 0.2P is used to train the PINN, the
random initialization method significantly outperforms all other initialization methods. This highlights that even when
PINNs are regularized via transfer learning, there is still the potential to drift into sub-optimal trajectory solutions.
This suggests that there is a need for error monitoring to prevent both overfitting and the potential for drifting
into sub-optimal trajectory solutions.

7.2 Accuracy of PINN Estimated Trajectories

Ultimately, the most important metric for orbit determination is the ability to retrieve the true position of the satellite.
While the true position is unknown when performing IOD operationally, it is known for the case of our simulated data.
We therefore assessed the position accuracy of the retrieved solutions at the end of training using a MSE metric.

The results are shown in Figure 11 across the initialization method and percentage of the object’s period observed.
From this result, we can infer that initializing the PINN using a trajectory of the same period and stability that generated
the line of sight measurements yields the best overall performance. When performing initialization using the “Same
Family, Same Stability” method, the 25th percentile of MSE errors are at error levels of ∼ 10 km, ∼ 100 km, and
∼ 1000 km across the respective observed arcs of 0.1P, 0.2P, and 0.4P. For the “Random Weights” initialization,
the 25th percentile error levels jump to ≥ 1× 105 km across all observed arc lengths. The alternative initialization
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Fig. 11: Mean Squared Error (MSE) of the position at the end of training of the PINN plotted across the initialization
method. Whiskers extend to 1.5× the Interquartile Range (IQR).

methods (“Same Family, Different Stability” and “Different Family”) fall in between these two extremes, suggesting
that initializing the PINN position estimates in a similar psuedopotential region to the true trajectory can regularize
the PINN training process.

We believe that the results of Figure 11 indicate that overfitting and/or trapping of the PINN solutions in incorrect
psuedopotential regions has occurred of the manner that was discussed in Section 4. We make the important caveat
that the results do not suggest that random initialization of trajectory weights can never work. It is possible that a
combination of ML techniques such as patience monitoring, hypertuning of the PINN machine learning parameters
on a case by case basis, and spatial bounding can yield high accuracy position estimates. However, employing these
sort of techniques was not the focus of this study. Rather, the focus was to highlight training issues that can arise
with training PINNs without any spatial regularization. Understanding these training pitfalls is key to making PINN
solutions repeatable and understanding when ML-derived orbit determination solutions should not be trusted.

We also evaluated whether there were any identifiable trends in MSE position accuracy across the cislunar families.
The results of this exploration are shown in Figure 12. We find that there are several trends across cislunar family that
shed light on potential PINN performance in operational contexts:

• The Distant Prograde Orbit (DPO) family’s positional accuracy increases as the length of the observed arc in-
creases, suggesting that increased observation time is required to obtain high accuracy PINN position estimates.

• The Northern Halo L2, Northen Halo L1, and Vertical L1 families often have the highest overall position un-
certainties, likely due to the extreme distances of these objects from Earth and their trajectories entering gravi-
tionally unstable out-of-plane regions that can cause instability of the dynamics loss function [24]. Adding
more diverse observation geometry can likely improve these PINN results rather than simply using a single
Earth-based telescope as was done in this study.

• The in-plane Lypunov L1 and Lyapunov L2 families generally have higher positional accuracy for shorter arcs.
This suggests that feeding PINN’s shorter arcs can increase the success rate of PINN convergence when the
observed trajectory is within the XY plane of the Earth-Moon rotating frame.

To clarify these trends, we show the scatter plot of positional error broken into in-plane and out-of-plane components.
In this context, the in-plane component denotes the error along the XY axes of the Earth-Moon rotating frame that
contains the point masses of the Earth and Moon. The out-of-plane component is the Z axis of the Earth-Moon frame
that is generally more gravitationally unstable due to it not containing the Earth and Moon. It can be seen from
Figure 13 that “in-plane” families (i.e. Lyapunov, DPO) generally have higher out-of-plane error due to the lack of
diversity of the line of sight measurements along this plane. The “out-of-plane” families (i.e. Halo, vertical) have
lower overall in-plane error but have an overall error that is approximately proportional to the family’s distance from
the Earth-based telescope. We also see that the “Random Weights” initialization method rarely exceeds an overall
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Fig. 12: Mean Squared Error (MSE) of the position at the end of training of the PINN plotted across orbital family.
Whiskers extend to 1.5× the Interquartile Range (IQR).

positional accuracy of 10,000 km; this clarifies the critical needs for both spatial constraints when training PINNs and
monitoring trajectory solutions across epoch to ensure that overfitting to the dynamics loss function does not occur.

8. DISCUSSION

In this Section, we highlight key insights from our experiments in using PINNs for orbit determination. Our goal with
this study was to assess the stability and repeatability of physics informed machine learning methods for the task of
cislunar orbit determination. In the process of carrying out these experiments, several useful lessons for operational
deployment of PINNs for orbit determination emerged.

8.1 Sensitivity of PINNs to Initial Position and Velocity Error
Traditional OD methods that rely on line of sight observations of cislunar objects can fail to converge if the initial
position and velocity error is too high. For example, Scorsoglio et al showed that if the initial state error for batch
estimation was greater than 5%, then there is a ≥90% likelihood to not converge to an acceptable trajectory [21].

Our study shows that PINNs can overcome a poor initial state error if the trajectory is initialized in a close proximity
pseudopotential region to the true trajectory. By performing transfer learning using a random position and velocity
series from the same orbital family as the true trajectory, it was shown in Figure 8 that there was a ≥ 53% likelihood
to converge to a trajectory solution that explained the line of sight measurements. Furthermore, if the initialization
trajectory was of the same family and stability as the true trajectory, then the mean positional error was shown to be
< 10,000 km across all observational arcs in Figure 11.

Our results therefore suggest that while traditional IOD methods are sensitive to the initial position and velocity
estimate, PINNs are sensitive primarily to the initial pseudopotential error. In other words, simply initializing the
PINN’s state estimate about the true equilibrium point can regularize the PINN and provide a higher likelihood to
converge on the true trajectory solution.

8.2 Potential for PINNs to Overfit to Dynamics Error
Our study revealed that PINNs can overfit to the dynamics loss to the detriment of obtaining a trajectory solution that
explains the line of sight measurements. This occurs if the relative weighting factor (λ ) is not optimally tuned to
properly weight the observation loss (MSEu) and dynamics loss (MSE f ) in the training loss of Equation 5.

A clear example of this overfitting effect was seen for our training example in Figure 3 as discussed in Section 4.1.
In this example, the PINN’s positional error achieves a minimum error of < 10,000 km at epoch of approximately
2500. However, the model was allowed to continue training as the total MSE loss (Equation 5) was still decreasing.
The model continues to train and ultimately achieves a lower overall dynamics and line of sight loss than at the epoch
where the minimum position error was achieved.

Because true position knowledge is not available to the operator when performing IOD, the dynamics error (MSE f )
and the line of sight error (MSEu) are the only available metrics for evaluating when overfitting occurs. Both our
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Fig. 13: Positional error along the out-of-plane direction (x-axis) and the in-plane direction (y-axis) of the Earth-Moon
rotating frame. The left plot shows the initialization method and the right plot shows the orbital family.

isolated example in Figure 3 and the full set of PINN training results in Figure 11 suggest that PINNs can settle in
sub-optimal orbital trajectories if the lowest overall MSE is used to determine the “optimal” trajectory from a PINN
training run. This result shows that new techniques must be developed to monitor overfitting of PINNs.

Our results show that transfer learning can prevent a PINN from overfitting. As shown in Figures 11 and 13, the average
position errors obtained using transfer learned networks are on average orders of magnitude lower than estimates
obtained by networks trained from a random initial state. This suggests that initializing the PINN to predict a trajectory
that is in close proximity to the true trajectory can allow the PINN’s gradient optimization to progress towards the true
trajectory solution rather than drifting into dynamically unstable solutions.

We add the important caveat that even when using transfer learning to spatially constrain the PINN trajectory estimate,
the results in Figures 11 and 13 show that the PINN solution can produce sub-optimal trajectory estimates. This
suggests that operators should always evaluate the solutions to ensure that they make logical sense and are in line with
historical observations of the cislunar asset.

9. CONCLUSION

We explored the training stability of Physics Informed Neural Networks (PINNs) for cislunar orbit determination. It
was found that PINNs that are initialized in a random state have a high probability to drift into sub-optimal trajectory
solutions. We showed that transfer learning can be used to spatially regularize the PINN training process, allowing the
PINN to produce trajectories with average positional errors that are two orders of magnitude lower than when training
from a random initial state.

This research has numerous applications for cislunar orbit determination. We believe that the research has exploratory
applications; the transfer learning concept can allow operators to explore trajectory solutions that produced a sequence
of line measurements for a specific cislunar family. Transfer learning also opens up the door to utilizing novel light
curve classification methods in orbit determination pipelines. For example, recent research has shown that neural
networks can predict cislunar family from visual magnitude time series with high accuracy [9, 18]. If merged with a
transfer learning PINN system, it is possible that fully Machine Learning based orbit determination systems can be
realized.
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Appendices
A. CODE FOR COMPUTING LOSS FUNCTIONS

def dynamics_loss(t, net, mu, c):

"""

Args:

t (tf.tensor): Normalized observation times

net (tf.keras.Sequential): Neural network that accepts normalized time and predicts position

mu (tf.tensor) : The spatial adimensionalization for CR3BPP dynamics.

c (tf.tensor) : The time normalization factor for the observation window.

Returns:

loss (tf.tensor): Scalar loss function

"""

one_minus_mu =tf.constant(1.0 -mu, dtype=tf.float32)

# Use tensorflow GradientTape to record gradients for automatic differentiation

with tf.GradientTape() as t2:

t2.watch(t)

with tf.GradientTape() as t1:

t1.watch(t)

r = net(t)

dr_dt =tf.squeeze(t1.batch_jacobian(r, t))

d2r_dt2 =tf.squeeze(t2.batch_jacobian(dr_dt, t))

# Scale the velocity and acceleration to account for time normalization

dr_dt =(c) * dr_dt

d2r_dt2 =(c*c) *d2r_dt2

# Dynamics loss across three spatial dimensions

rho_1 =tf.sqrt((r[:,0] +mu)**2 +(r[:,1])**2 +(r[:,2])**2)

rho_2 =tf.sqrt((r[:,0] -(one_minus_mu))**2 +(r[:,1])**2 +(r[:,2])**2)

f_x = d2r_dt2[:,0] -2*dr_dt[:,1] -r[:,0] +(one_minus_mu/rho_1**3) *(r[:,0] +mu) +(mu/rho_2**3) *(r[:,0] -

(one_minus_mu))

f_y = d2r_dt2[:,1] +2*dr_dt[:,0] -r[:,1] +r[:,1]*((one_minus_mu/rho_1**3) +(mu/rho_2**3))

f_z = d2r_dt2[:,2] +r[:,2]*((one_minus_mu/rho_1**3) +(mu /rho_2**3)))

return tf.reduce_mean(f_x**2 +f_y**2 +f_z**2)

def temporal_loss(t, net, c):

"""

Args:

t (tf.tensor): Normalized observation times

net (tf.keras.Sequential): Neural network that accepts normalized time and predicts position

c (tf.tensor) : The time normalization factor for the observation window.

Returns:

loss (tf.tensor): Scalar loss function

"""

# Use tensorflow GradientTape to record gradients for automatic differentiation

with tf.GradientTape() as t2:

t2.watch(t)

with tf.GradientTape() as t1:

t1.watch(t)

r = net(t)

dr_dt =tf.squeeze(t1.batch_jacobian(r, t))

d2r_dt2 =tf.squeeze(t2.batch_jacobian(dr_dt, t))

# Scale the velocity and acceleration to account for time normalization

dr_dt =(c) * dr_dt
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d2r_dt2 =(c*c) *d2r_dt2

# Undo normalization of time series

dt = (t[1:] -t[:-1]) /c

# Temporal loss accounting for position consistency

loss_pos =tf.reduce_mean((r[:-1, 0] +dr_dt[:-1, 0] *dt +0.5 *d2r_dt2[:-1, 0] *dt**2 -r[1:,0])**2 +\

(r[:-1, 1] +dr_dt[:-1, 1] *dt +0.5 *d2r_dt2[:-1, 1] *dt**2 -r[1:,1])**2 +\

(r[:-1, 2] +dr_dt[:-1, 2] *dt +0.5 *d2r_dt2[:-1, 2] *dt**2 -r[1:,2])**2

)

# Temporal loss accounting for velocity consistency

loss_vel =tf.reduce_mean((dr_dt[:-1, 0] +d2r_dt2[:-1, 0] *dt -dr_dt[1:,0])**2 +\

(dr_dt[:-1, 1] +d2r_dt2[:-1, 1] *dt -dr_dt[1:,1])**2 +\

(dr_dt[:-1, 2] +d2r_dt2[:-1, 2] *dt -dr_dt[1:,2])**2

)

return loss_pos +loss_vel

def tl_loss(t, net, p_init, v_init, c):

"""

Loss function to train a network to fit the position and velocity of an initialization trajectory

Args:

t (tf.tensor): Normalized observation times

net (tf.keras.Sequential): Neural network with input of normalized time and output of position

p_init (tf.tensor): The positions of the satellite used to initialize the neural network

v_init (tf.tensor): The velocities of the satellite used to initialize the neural network

c (tf.tensor) : The time normalization factor for the observation window.

Returns:

loss (tf.tensor): Scalar loss function

"""

with tf.GradientTape() as tape:

tape.watch(t)

position_pred =net(t)

dr_dt =tf.squeeze(tape.batch_jacobian(position_pred, t))

velocity_pred =c *dr_dt

loss =tf.keras.losses.MeanSquaredError()(position_pred, p_init) +\

tf.keras.losses.MeanSquaredError()(velocity_pred, v_init)

return loss

B. TIME NORMALIZATION AND EFFECTS ON PARTIAL DERIVATIVES

Machine learning systems train more effectively when the input is normalized to be within the range of -1 to +1. In this
study, the canonical time of the observation (t) is the only input to the network, and therefore must be normalized. In
order to achieve this, we follow the approach of Scorsoglio et al to map the time sequence into the desired range [21].
We first define a normalization term, c that is a function of the initial time of the observed trajectory (t0) and the final
time of the observed trajectory (t f ):

c = 2/(t f − t0) (18)

Using this term, we map time into a normalized time variable (t∗) and back according to the following transformations:

t∗ = c(t − t0)−1 ; t = (t∗+1)/c+ t0 (19)

Therefore, the normalized time (t∗) is input to the network and all partial derivatives computed by the automatic
differentiation procedure are with respect to this variable. Because we wish to take derivatives with respect to canonical
time, we must account for this scaling when computing dynamics loss terms. To understand this, consider the first and

Copyright © 2024  Advanced Maui Optical and Space Surveillance Technologies Conference (AMOS) – www.amostech.com 



second order partial derivatives of an arbitrary function ( f ) with respect to t∗:

∂ f
∂ t

=
∂

∂ t∗
∂ t∗

∂ t
f = c

∂ f
∂ t∗

,
∂ 2 f
∂ t2 =

∂ 2

∂ (t∗)2
∂ 2t∗

∂ t2 f = c2 ∂ 2 f
∂ (t∗)2 (20)

From this, we see that the first and second order partial derivatives that are computed by the automatic differentiation
procedure must be scaled by the factors c and c2, respectively, in order to provide appropriately scaled velocity and
accelerations [21]. An example of this in practice is shown for the code samples in Appendix A.
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