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ABSTRACT

Optimal selection, placement, and scheduling of terrestrial remote sensing systems is critical for effective utilization
of valuable assets for space situational awareness missions. This problem is extremely challenging when selecting
from a set of heterogeneous sensors within realistic budget under scenarios where the number of active targets exceeds
the number of sensors. Scalable sensor placement algorithms are well established for the case where all sensors are
static [1]; however, optimizing sensor placement is far more challenging when both stationary and dynamic sensors
are candidates. Our exemplar considers both stationary and gimbaled sensors, which requires incorporating physical
scheduling constraints (e.g., slew times) within the sensor placement problem to properly evaluate the merits of each
type of sensor. The resulting problem is a large-scale mixed-integer linear program (MILP) that is intractable for
full-scale problems of interest. We present a temporal decomposition algorithm for efficiently and optimally selecting
both where to place sensors and the type of sensor(s) that should be selected at each location given a budget in order to
satisfy mission criteria. The decomposition algorithm exploits problem structure induced by the temporal aspects of
the scheduling constraints to solve a set of significantly smaller MILPs (in parallel) within a custom branch and bound
(B&B) algorithm. This approach is broadly extensible based on the formulation chosen and the B&B algorithm is
guaranteed to converge to the optimal solution. The decomposition algorithm can significantly improve computational
performance. For one test problem, the decomposition algorithm reduced the optimality gap from 429.6% to 1.6%
with a one-hour time limit.

1. NOTATION

Sets

Set of jobs to be done

Set of candidate sensors (location and technology)

L L 4

©

Set of static candidate sensors (location and technology)

=

Set of candidate tasks for sensor s

=

Set of candidate tasks for sensor s that can perform job j

IR

Set of tasks allowed to be the first task for sensor s
Set of tasks allowed to be the last task for sensor s

Set of feasible arcs (u,v) for sensor s where u,v € T

“

Set of jobs that can be completed by static sensor s

T ap

Set of time partitions for decomposition
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Parameters

W; Weight or priority for job j
Cs Cost of sensor s
B Budget
H Time horizon of interest
Variables
yj 1 if job j is completed; O otherwise
Ys,j 1 if job j is completed by sensor s; O otherwise
X5y 1 if task ¢ is selected for sensor s; O otherwise
Zsuy 1 if task u immediately precedes task v for sensor s; 0 otherwise
Ssr 1 if task ¢ is the first task for sensor s; 0 otherwise
Ly 1 if task ¢ is the last task for sensor s; O otherwise
qs 1 if sensor s is selected; O otherwise

2. INTRODUCTION

Optimal design of systems of sensors is crucial for effective utilization of valuable assets. Sensor system design
involves both selection of sensor technologies and sensor placement. Optimization can reduce the number of sensors
needed to achieve a particular objective or improve the utilization of a sensor system given a set budget. Given
its importance, sensor system design and optimization has been studied across many different applications, including
water contamination warning systems, gas detector placement for process safety, surveillance, and constellation design
[1-5]. The utility of such optimization frameworks has even led to the development of general-purpose software for
sensor placement optimization [6].

Mixed-integer programming (MIP) has proven to be an effective and scalable solution technique for many applications,
even when considering false negatives [7, 8]. These methods typically decouple the physics from the optimization
problem by pre-computing what each sensor can detect. For example, computational fluid dynamics (CFD) simulations
were run to generate gas leak scenarios under varying weather conditions in [1]. These CFD simulations can be used to
compute whether or not the concentration of the toxic gas reaches a high enough level at each candidate sensor location
to be detected. The CFD simulations could be run in parallel, and the input to the optimization problem then becomes
a list of scenarios each candidate location can detect. In this way, the CFD simulations do not need to be embedded
within the MILP formulation, enabling the optimization problem to be solved at scale. With this methodology, both
the types and locations of all sensors in the system can be simultaneously optimized. However, the majority of prior
research has only considered static sensors where no operational decisions have to be made after placement.

In this paper, we consider the design of space situational awareness (SSA) remote sensing systems, including both
static and gimbaled sensors. We consider scenarios with a set of jobs that may be completed by all or a subset of the
sensor technologies considered. The gimbaled sensors must be scheduled during operations (if selected). Because
the schedule of one gimbaled sensor depends on the types and locations selected for the other sensors, we cannot
pre-compute the set of jobs that may be completed by each gimbaled sensor. To properly differentiate between the
static and gimbaled sensors, we embed the scheduling problem inside of a mixed-integer linear program (MILP). The
resulting problem is much larger than the corresponding problem with only static sensors and can be computationally
challenging for some scenarios.

In order to solve the integrated sensor system design and scheduling problem, we propose a tailored decomposition
algorithm that exploits the problem structure to accelerate the solution process. The remainder of this paper is or-
ganized as follows. In section 3, we present an MILP formulation to optimally design a remote sensing system for
SSA given a budget, including both selection of sensor locations and selection of sensor technology at each location.
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The MILP formulation considers both static and gimbaled sensors. In section 4, we detail the proposed decomposi-
tion algorithm. Section 5 contains computational results showing the advantages of the decomposition algorithm, and
Section 6 summarizes the paper with conclusions.

3. PROBLEM FORMULATION

In this section, we present an MILP to optimally design a sensor system, considering both static and gimbaled sensors.
We consider a representative time horizon, H. Let J be the set of jobs that need completed by at least one sensor
within H. For design problems like the one considered here, it is important that J be representative of the set of jobs
that may need to be done over any time horizon of equal length to H for the duration of the life of the sensors. If it is
not possible to create the set J to be sufficiently representative, then multiple sets of jobs can be considered within a
stochastic programming extension of the MILP presented here.

Each job j € J must be completed within a specified time interval which is typically much shorter in length than H.
Figure 1 shows an example of a job interval. Finally, each job has a corresponding priority or weight, W;.

I P I
I P I
0 - H

Job Interval

Fig. 1: Example of a job interval. The job must be completed within this interval.

Let S be the set of candidate sensors. Each s € S represents both the sensor technology and the sensor location.
Therefore, if one considers every sensor technology at every candidate location, the size of S is equal to the number of
sensor technologies times the number of candidate locations. For the remainder of the paper, we use the term sensor
interchangeably with sensor-location pair.

For each sensor, s, we generate a set of candidate tasks, Ty, that the sensor may do if selected. Each task, ¢t € T is
defined by a pointing direction and a task time. We represent the set of feasible sequences of tasks for each sensor using
a directed acyclic graph (DAG) known as a feasibility DAG [9]. Each node in the DAG corresponds to a candidate
task, t € T;. There is an edge between two nodes u and v only if it is possible to complete task # and transition to task
v before the start time of task v. The DAG is directed because the edges point from the task with the earlier time to the
task with the later time. The use of a feasibility DAG drastically simplifies the scheduling portion of the optimization
problem because the computations required to determine which edges should exist can be performed independently
from the solution of the optimization problem. Thus, the scheduling portion of the problem becomes a graph traversal
problem. To further reduce computational complexity, we remove any transitive edges in the graph. An edge from
node u to node v is said to be transitive if there exists another path from u to v. This transitive reduction does not
change the optimal objective value or the optimal selection of sensor technologies and locations.

Let x,, be a binary variable that is one if task 7 is selected for sensor s and zero otherwise. Let z . , be a binary variable
that is one if task u immediately precedes task v for sensor s and zero otherwise. Let f;; be a binary variable that is
one if task ¢ is the first task for sensor s and zero otherwise. Let [, be a binary variable that is 1 if task ¢ is the last
task for sensor s and zero otherwise. Let y; ; be a binary variable that is one if job j is completed by sensor s and zero
otherwise. Let y; be a binary variable that is one if job j is completed and zero otherwise. Let g, be a binary variable
that is one if sensor s is selected and zero otherwise. Each sensor has an associated cost, Cs, and we assume an overall
budget of B. Let Ty ; be the set of candidate tasks for sensor s that can perform job j. With these definitions, our MILP
for optimal design of a sensor system with both gimbaled and static sensors is presented below.

max Z Wiy, (1a)
JjeJ
S.t.
Y Cuqs <B (1b)
seS
Yi<Y vy Vjel (1c)
sES
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Vs,j < gs V]GJ VseS (1d)
Vo <Y Xs Vjel VseS (le)
Z‘ET_;L/

Y fu=1 VseS (1f)
teF,
Y =1 VseS (1g)
el

Z Zsuy = Xsu — ls,u VueT,; VseS (1h)
v|(u,v)EA

Z Zsay = Xsy — fsw WweTs VseS (11)
u|(u,v) €A
0<y;<1 viel 1p
0<y,; <1 Viel] VseS (1k)
x5 €40,1} VieT, VseS (1D
0<zuy<1 V(u,v) € Ay Vs €S (1m)
0<fi<1 VteT; Vse€S (1n)
0</,<1 VteTy Vs€S (10)
gs € {0,1} VseS (1p)

The objective (equation (1a)) is to maximize the weighted sum of the jobs that get completed. Constraint (1b) ensures
that the overall budget is not exceeded. Constraint (1c) ensures that job j is only considered completed if there is at
least one sensor that can complete job j. Constraint (1d) ensures that job j is only considered completed by sensor s if
sensor s is selected. Similarly, constraint (1e) indicates that sensor s can only complete job j if at least one candidate
task for sensor s that can complete job j is selected. Note that the set T ; is pre-computed by running simulations to
determine which sensors can complete each job. Constraints (1f) and (1g) ensure that each sensor has exactly one first
task and one last task, respectively. Constraint (1h) ensures that each selected task is followed by exactly one other
task unless it is the last task. Constraint (1i) ensures that each selected task is preceded by exactly one other task unless
it is the first task. Constraints (1j) - (1p) restrict the domains of the decision variables.

Note that only x,, and g, must be specified as binary. The remaining variables will solve to either zero or one due to
properties of the problem. Constraints (1c) - (1e) will force ys,; and y; to zero if the corresponding right-hand-side of
the constraint is zero. Otherwise, the objective will push them to one. Similarly, if all x,; are set feasibly, then z; .,
lss, and f;, must all be either zero or one. Consider node a. If x, 4 is zero, then the right hand side of Constraints (1h)
and (1i) are at most zero because /s, and f; , are required to be positive. However, the left hand sides of Constraints
(1h) and (1i) must be positive because of the bounds on z,,,. Therefore, both the left and right hand sides must be
zero. For this to be true, 4, fya, Zsav ¥V v|(a,v) € Ay (outgoing edges for a), and z,, 4 ¥V u|(u,a) € A, (incoming
edges for a) must be zero. Now consider the earliest selected node, b. In other words, x,;, = 1 and the task time for
node b is earlier than any other selected node. Two situations are possible. Either node b has no incoming edges,
orze,p =0V u|(u,b) € A, because all of the incoming nodes have x,, = 0. As a result, f;;, = 1 by Constraint (1i).
According to Constraint (1f), f;; = 0 for any ¢ € T that is not b. Similarly, if node c is the latest selected node, then
Zs,e,v 15 zero for all of the outgoing edges (see argument above) and ;. = 1. Now let node d be the second earliest
selected node. We have z, 5, 4 = 1 according to Constraint (1i) because all nodes prior to d except b were not selected.
Due to Constraint (1h), zs 5, = 0 except when v = d. In other words, exactly one outgoing edge from node b is selected,
which is the edge connected to d. A similar argument holds for the next earliest selected node, and so on.

There are many ways to generate candidate tasks for the gimbaled sensors, and the most appropriate approach is likely
application dependent. Static sensors can be considered either by using candidate tasks that all have the same pointing
direction (which results in a simple graph where every node except the first and last have exactly one incoming and
one outgoing edge after the transitive edges are removed) or by pre-computing the set of jobs that may be completed
by the sensor and excluding the scheduling constraints for that sensor. In the latter case, Constraints (1d) - (1i) may be
replaced by

Vs, < s VjeCy Vs eSS 2)
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Ys,j = 0 V] ¢ (Cs (3)
where C; is the set of jobs that can be completed by sensor s and S; is the set of static sensors.

If the MILP presented in (1) is solved with a branch and bound (B&B) solver such as Gurobi or HiGHS, the solution
provides the sensor system that provably maximizes the objective [10, 11]. The optimal solution accounts for the
fact that the gimbaled sensors must be scheduled by embedding the scheduling problem for each sensor within the
MILP. Because the MILP is solved with all sensors simultaneously, the schedule for each sensor accounts for the tasks
selected for the other sensors. Therefore this MILP can correctly distinguish between the static and gimbaled sensors.
The optimal solution may contain all static sensors, all gimbaled sensors, or a mix of static and gimbaled sensors.

Note that the use of the feasibility DAG makes the MILP formulation remarkably generic. This formulation could be
directly used for other applications such as constellation design. Most approaches to constellation design maximize
geometric coverage [12]. While this is the correct objective for some applications, it is only a proxy objective for
others. The MILP presented here could enable the design of constellations targeting specific sets of jobs. In this case,
the set S would include the sensor technology and the candidate orbit instead of a candidate fixed location.

While the MILP presented above is extremely useful, it is computationally challenging to solve. Embedding a schedul-
ing problem within the design problem makes the MILP much larger, and the problem can be intractable when consid-
ering both long time horizons and large sets of jobs. In the next section, we describe a decomposition algorithm that
can significantly improve computational performance.

4. DECOMPOSITION ALGORITHM

In order to reduce the computational complexity of the MILP presented in the previous section, we partition the overall
time horizon (H) into a number of smaller time intervals and use a custom B&B algorithm that solves significantly
smaller MILPs representing the portion of the problem corresponding to these time paritions. The B&B algorithm
is based on the one proposed in [13] for global solution of stochastic nonlinear optimization problems. We use a
customization of this algorithm where we decompose the problem by time instead of scenario.

For the purposes of explanation, suppose we divide H into two time partitions. In order to partition the feasibility DAG,
we introduce a number of candidate tasks at the boundary between the two partitions. We denote these candidate tasks
as boundary tasks. The boundary tasks do not necessarily complete any jobs. Instead, they represent the pointing
direction of the sensor at the boundary time. We use these candidate tasks to partition the graph into two parts. The
last task for the first graph must be the first task of the second graph, both of which must be one of the boundary tasks.
If enough boundary tasks are included (i.e., the space of pointing directions is discretized finely enough), the optimal
solution will not change. Using these concepts, we rewrite the MILP from Section 3 as follows.

max }, Y Wiyjp (4a)
peP jel,
S.t.

) Cigsp<B VpeP (4b)
sES
4s =d4s,p VpeP VseS (4¢)
Yio <Y Vsjp Vjel, VpeP (4d)

seS

Y vip<t vjiel (4e)
pGIP’j
Ys.jop < s.p Vjel, VpeP VseS (4f)
Ysjr <Y, Xspa Vjel, VpeP Vse$S (4g)

[ETS.j,p

Y fipi=1 VseS VpeP (4h)
t€Fy,,

Y Lpi=1 VseSVpeP (4i)
telyp
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Sspt =lsp-14 VieF,, Vpe{iePli>1} VseS 4j)

Yz =Xspu—lspu VueT, VpeP VseS (4k)
V() €A

Z Zs,puy = Xs,py — fspv WweT, VpelP Vs S (41
ul(u,v)Eds
0<y;p<1 Vjel, VpeP (4m)
0<ysjp=<1 Vjel, VpeP VseS (4n)
Xsps € 10,1} VteT,, VpeP Vs€S (40)
0<z5puv <1 V(u,v) €Ay, VpeP VseS (4p)
0< fsps <1 VieT,, VpeP VseS (4q)
0< 1, <1 VteT, VpelP VseS (4r)
gsp € {0,1} VpeP VseS (4s)
gs €{0,1} VseS (41)

Here, IP is the set of time partitions used for decomposition, IP; is the set of partitions that have at least partial overlap
with the time interval for job j, and J, is the set of jobs with time intervals that at least partially overlap with partition
p. Figures 2 and 3 illustrate the last two sets. In Figure 2, the time interval in which the job must be completed lies
completely within a single partition. In this case, |[P;| = 1,P; = {2}, j ¢ J1, j € J», and j ¢ J3. In Figure 3, the time
interval in which the job must be completed crosses a partition boundary. In this case, |P;| =2, P; = {2,3}, j ¢ ],
j€Jo, and j € Js.

Partition 1 Partition 2 Partition 3
| A A

Job Interval

Fig. 2: Example job interval that lies completely within one time partition (|P;| = 1).

Partition 1 Partition 2 Partition 3
| A A

| : |' :
: I
—

Job Interval

o —

Fig. 3: Example job interval that crosses a partition boundary and, therefore, overlaps with two partitions (|P;| = 2).

Formulation (4) is mostly the same as (1) except that it has additional indices for many of the variables and sets to
indicate which time partition each is associated with. However, we have included three additional constraints: (4c),
(4e), and (4j). Constraint (4c) ensures that the same sensors are selected across all partitions. Note that y; , is a binary
variable indicating whether job j is completed in partition p. Constraint (4e) ensures that a job can only be completed
once even if the interval for that job overlaps with multiple time partitions. Constraint (4j) forces the last task selected
for one partition to be the first task selected for the following partition.

If we drop constraints (4¢), (4e), and (4j), problem (4) completely decomposes by partition and can be solved in paral-
lel. Furthermore, because we have only modified the problem by dropping constraints, we have created a relaxation of
the problem. Every feasible solution for the original problem is feasible for the relaxation. As a result, the solution to
the relaxation gives an upper bound on the optimal objective value. On the other hand, any feasible solution to problem
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(4) gives a lower bound to the optimal objective value. This idea provides the basis of our custom B&B algorithm
which is outlined in Algorithm 1.

The algorithm starts by solving the root node of the branch and bound tree in parallel (line 1). The root node is
constructed by dropping Constraints (4c), (4e), and (4j). When these constrains are removed, the problem decomposes
by partition. As a result, we may solve the node by solving the MILP for each partition independently (and in parallel).
The MILP for a partition is the same as Problem (4), except |P| = 1. To compute the objective for the node, f;,, we
sum the objectives obtained for each partition. As the algorithm proceeds, we ensure the problem remains separable
by partition.

Like any B&B algorithm, our algorithm proceeds by computing lower (L) and upper (U) bounds on the optimal
objective. We then attempt to increase the lower bound and decrease the upper bound until the optimal solution is
found. Because our problem is a maximization problem, the lower bound at any point in the algorithm is the objective
value of the best feasible solution found so far. The upper bound is initialized to the objective value of the root node,
Jny- The upper bound is decreased by branching on a variable or a set of variables (lines 18 - 32). The process of
branching creates new nodes in the B&B tree. Branching is done in a way that guarantees that the objective of each
node is less than or equal to the objective of its parent node. Furthermore, the optimal solution (y_’]‘-m, y;j‘p, xf Dt
Z5 puws Jspao 5. pr» and g5 ) at a node should be infeasible for all of its descendant nodes.

The set of unexplored nodes in the B&B tree, N, is initialized with the root node on line 2. The lower bound is
initialized to negative infinity on line 3 because no feasible solution has been found yet. The upper bound is initialized
to the objective of the root node on line 4. The main loop of the algorithm starts on line 5, and the algorithm continues
until the lower and upper bounds are sufficiently close. On line 6, we select the next node to be explored by popping
the node with the largest objective from the set of unexplored nodes. The node with the largest objective is selected
with the hope that this will reduce the upper bound.

On lines 7 - 10, we check if the solution found when solving the selected node satisfies Constraints (4c), (4e), and (4)).
All other constraints are guaranteed to be satisfied because they are included in each subproblem solved on lines 1, 33,
and 34. Therefore, if the solution for a node satisfies Constraints (4¢), (4e), and (4j), then all constraints in Problem
(4) have been satisfied, and a feasible solution has been found. Furthermore, this solution is the optimal solution and
the algorithm can terminate. This is guaranteed because, at this point, f, = U and U is always greater than or equal to
L. This will be explained more below. If this is the case, we update the lower bound and optimal solution on lines 8
and 9, respectively, before exiting the while loop on line 10.

If the solution for node # is not feasible, then we use a heuristic to find a feasible solution at node # on line 12. The
heuristic ensures that the feasible solution found abides by any restrictions imposed on the node through the branching
process. Our heuristic begins by computing the average value of g, , found at the solution of the node for each sensor
across all partitions:

1
a=@2qs,p Vs€S (5)
peP

We select a subset of the sensors, S C S, such that Y ,c5 95 is maximized while constraining }' s C; < B. For each s in
S, we fix g;,, = 1. For each s not in S, we fix g, , = 0. Next, we relax x; ,; and ¢, , to be continuous variables between
zero and one instead of binary variables so that the next sequence of problems solved in the heuristic are linear
programs (LPs) instead of MILPs. Then, we solve the problem with these changes applied, check for jobs where
Constraint (4e) is violated, fix y; , to zero for all partitions except one, and repeat until Constraint (4e) is satisfied for
all jobs. We fix y; , for ten jobs each iteration. At this point, we continue to iteratively solve LP relaxations while
fixing fs . and [, so that Constraint (4j) is satisfied. Finally, we make x; ,, binary again and solve the resulting
MILP. This provides a feasible solution and completes the heuristic. After the heuristic is complete, we check if the
feasible solution found is better than the best feasible solution found so far. If so, we update L and g} on lines 14 and
15, respectively.

After the heuristic is finished, we begin the branching process on line 18 by creating two new nodes that inherit all
restrictions (generated on lines 22, 26, and/or 30-31) applied to any of their ancestors (i.e., the new nodes are “copied”
from their parent node). We prioritize Constraint (4c) and then Constraint (4e) for branching. If we find any sensor
where Constraint (4c) is violated (line 19), we select the sensor whose average ¢, , value is closest to 0.5 for branching
(lines 20 - 21). For the selected sensor, we fix g, to zero for all partitions in node 7; and to one for all partitions in
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Algorithm 1 Parallel branch and bound algorithm for solving Problem (4). Given a convergence tolerance, €, and the
root node, np, which is the relaxation of problem (4) generated by dropping Constraints (4c), (4e), and (4j). Produces
the optimal sensor system, ¢; and the optimal objective value, L.

1:

30:

31:

32:
33:
34:
35:
36:
37:
38:

R A

Solve ng in parallel and set f,, to the optimal objective value
N« {no}
L4 —o0
U< fn,
while "5 > & do
Pop node n from N with the largest objective, f,
if constraints (4c), (4e), and (4)) are feasible at the optimal solution for node » then
L f,
Let g; be the values of g, at the optimal solution for node n
break
else
Use a heuristic to find a feasible solution for node #; let g, be the objective value, and g, be the values of g;
selected by the heuristic
if g, > L then
L+ gy
qs < gs
end if
end if
Create two new nodes, n1 and ny, both copied from node n
if Constraint (4c) is violated then
Letgy = |T11»‘ ZpeIP’ qs.p
Select § = argming g |g; — 0.5]
Fix g5, =0inny and g5, = 1 in ny.
else if Constraint (4e) is violated then
Select j = argmax jcy Y. pepVj,p
Split IE”JT into two sets, IP; and [P, such that P, UP, = IP’]r, PyNP, =0, and Zpe[pl Vip ~ Zpepz Yip
Fixy;, =0 Vp € Py innode n; and y; , =0 Vp € P, in node ny
else
Select a sensor-partition pair (§, p) where Constraint (4j) is violated.
Create a plane (c = ax+ by + cz+d = 0) that separates the pointing directions associated with the last task
selected for partition p — 1 and the first task selected for partition p.

Fix 551, = 0 and f5 5, = O for every task with a pointing direction on one side of the plane (¢ > 0) in node
ni.
Fix 551, = 0 and f5 5, = O for every task with a pointing direction on the other side of the plane (¢ < 0) in
node n,.

end if

Solve n1 in parallel and set f;,, to the optimal objective value
Solve n in parallel and set f;,, to the optimal objective value
N+ NU {n1 ,I’lz}
U < max,en f n

end while

return g3, L
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node n,. If Constraint (4c) is satisfied, then we check for jobs where Constraint (4e) is violated. If there are multiple
jobs where Constraint (4e) is violated, we select the job, j, where Constraint (4e) is violated by the largest amount
(line 24). We then split the set of partitions that overlap with the time interval for job j into two sets as described
on line 25. For nodes ny, we fix y; , to zero for all partitions in the first set. For node n;, we fix y; , to zero for
all partitions in the second set. If Constraints (4c) and (4e) are both satisfied, then Constraint (4j) must be violated.
We select a sensor-partition pair on line 28 where Constraint (4j) is violated. If the constraint is violated for multiple
sensor-partition pairs, we select the pair that has the largest discrepancy in the pointing directions selected by the last
task of the previous partition and the first task of the current partition. Let ¥ and v, be the unit vectors describing
the pointing directions associated with the last task selected in partition p — 1 and the first task selected in partition
P, respectively. We create a plane to split the space of pointing directions in two (not necessarily equal) parts. The
origins of V| and ¥, both lie on the plane, and the distance from the end of ¥} to the plane equals the distance from the
end of ¥, to the plane. For node ni, we set [; 51, = 0 and f; 5, = O for every task with a pointing direction on the
same side of the plane as V;. For node ny, we set I; 51, = 0 and f; 5, = O for every task with a pointing direction on
the same side of the plane as ;. This completes the branching process.

After creating the new nodes n; and n;, the MILPs defined by each node are solved on lines 33 - 34. The new nodes
are then added to the set of unexplored nodes on line 35. Finally, the upper bound is updated on line 36 based on the
maximum objective value of all unexplored nodes before processing another node on line 6.

By using a decomposition algorithm that solves a sequence of smaller MILPs, we can exploit the problem structure
while still utilizing commercial or open-source MILP solvers (e.g., Gurobi or HIGHS) for the subproblems. These
solvers are extremely effective at handling binary variables and have advanced B&B algorithms that integrate presolve
and cutting planes [14—16]. Our decomposition algorithm does not need to worry about binary variables and, instead,
only needs to ensure consistency between the different partitions. In the following section, we present computational
results for a number of test problems that demonstrate the benefit of Algorithm 1.

5. COMPUTATIONAL RESULTS

Here, we present computational results demonstrating the benefit of the decomposition algorithm described in Section
4. We constructed a number of test problems with varying numbers of jobs, job interval sizes, partition sizes, and
budgets. Our test problems considered two sensor technologies. The first is a gimbaled sensor with cost 1. The
second is a static sensor that is more capable but has cost 2. We consider 20 candidate locations for every problem.
Note that it is possible for the optimal solution to contain a gimbaled sensor and a static sensor in the same location.
For all problems, we consider a time horizon of 500 time units. We consider budgets of 3, 5, and 7. For the largest
budget, there are 95,534 possible sensor system designs (i.e., ¢5), even without considering the scheduling problem.
We consider partition intervals of 25 time units and 50 time units and job intervals with 25 time units and 50 time
units. Therefore, we have test problems where the job interval is less than, equal to, and greater than the partition
interval. We consider sets of jobs ranging from 2,000 jobs to 10,000 jobs. The jobs are split evenly across the overall
time horizon. For example, the test problem with 2000 jobs and job intervals of 50 time units has 200 jobs that must
be completed within the first 50 time units, 200 jobs that must be completed between time 50 and 100, and so on.
As a result, when the length of the job interval equals the length of the partition interval, the two intervals align, and
Constraint (4e) will never be violated because |IP;| = 1 for all jobs.

We implemented our algorithm in Python and used Pyomo to model the MILPs [17]. We used Gurobi to solve all
MILPs. All computational experiments were run on a linux server with 32 3.6 GHz cores. We set a 1-hour time
limit for each test problem. The results are presented in Table 1. Here, “FS” represents the full-space approach
where Problem (4) is solved directly with Gurobi without any decomposition. “D” represents the decomposition
algorithm described in Section 4. The “Bound” column shows the upper bound (U) obtained by the 1-hour limit. The
“Incumbent” column shows the objective of the best feasible solution (L) found after 1 hour. The optimality gap is
computed as IOO(Z_L). Each row shows the results for a different test problem. For the decomposition algorithm,
we limited Gurobi to three threads for each subproblem. For the full-space approach, we did not limit the number of

threads Gurobi could use.

The results clearly show the benefit of the decomposition algorithm. The decomposition algorithm outperforms the
full-space approach for all problems with more than 5,000 jobs. For one problem, the optimality gap was reduced
from 429.6% to 1.6%. For many problems, Gurobi did not even find a feasible solution within the time limit for the
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Table 1: Computational results comparing the decomposition algorithm described in Section 4 (denoted “D” in the
table) and the full-space approach (dentoed “FS” in the table) where Problem (4) is solved directly with Gurobi without
any decomposition. The “Bound” column shows the upper bound obtained after 1 hour. The “Incumbent” column
shows the objective of the best feasible solution found after 1 hour. The “Gap (%)” column shows the optimality gap

after 1 hour, computed as w.
Job Partition Bound Incumbent Gap (%)
#J0bs | fnterval | Tnterval | P9 | Bs D | ES D FS ’ D
2000 50 25 3 1013 1130 | 985 911 2.8% 24.0%
2000 50 25 5 1652 1812 | 1451 1345 | 13.9% 34.7%
2000 50 25 7 1818 2376 | 1736 1559 4.7% 52.4%
2000 50 50 3 1019 1005 | 992 980 2.7% 2.6%
2000 50 50 5 1564 1514 | 1453 1432 | 7.6% 5.7%
2000 50 50 7 1822 1812 | 1733 1704 5.1% 6.3%
3000 50 25 3 2037 1623 | 1320 1322 | 54.3% @ 22.8%
3000 50 25 5 2724 1 2697 | 2094 2057 | 30.1% 31.1%
3000 50 25 7 2916 3597 | 2600 2546 | 122% 41.3%
3000 50 50 3 1985 1361 | 1353 1349 | 46.7% @ 0.9%
3000 50 50 5 2682 2154 | 2079 1653 | 29.0% 30.3%
3000 50 50 7 2920 2770 | 2374 2371 | 23.0% @ 16.8%
4000 25 25 3 1163 1195 | 1129 1088 3.0% 9.8%
4000 25 25 5 2313 1898 | 1714 1710 | 349% @ 11.0%
4000 25 25 7 2894 2495 | 2156 2121 | 342% @ 17.6%
4000 25 50 3 1173 1155 | 1138 1111 3.1% 4.0%
4000 25 50 5 2073 1850 | 1769 1735 | 172% @ 6.6%
4000 25 50 7 2890 2429 | 2197 2150 | 31.5% @ 13.0%
5000 50 25 3 4019 2623 | T/O @ 2205 T/O 19.0%
5000 50 25 5 4771 4559 | T/O 3484 T/O 30.9%
5000 50 25 7 4933 6589 | T/O @ 3676 T/O 79.2%
5000 50 50 3 3846 2298 | 1441 2250 | 166.9%  2.1%
5000 50 50 5 4745 4448 | T/O @ 3516 T/O 26.5%
5000 50 50 7 4931 4883 | T/O @ 3945 T/O 23.8%
6000 25 25 3 2449 1694 | 1420 1640 | 72.5% 3.3%
6000 25 25 5 3832 2752 | 2201 2699 | 74.1% @ 2.0%
6000 25 25 7 4639 3735 | 2664 3120 | 74.1% @ 19.7%
6000 25 50 3 2432 1679 | 1551 1656 | 56.8% 1.4%
6000 25 50 5 3736 2775 | 2166 2707 | 72.5% @ 2.5%
6000 25 50 7 4549 3995 | 2483 3120 | 83.2% @ 28.0%
10000 25 25 3 5116 2673 | 966 2631 | 429.6% @ 1.6%
10000 25 25 5 7158 4945 | T/O 4432 T/O 11.6%
10000 25 25 7 8300 7502 | T/O 5457 T/O 37.5%
10000 25 50 3 5130 2749 | 1562 2632 | 228.4% @ 4.4%
10000 25 50 5 7187 6213 | T/O 3301 T/O 88.2%
10000 25 50 7 8323 7993 | T/O 4484 T/O 78.3%

full-space problem. For smaller problems, decomposition is less beneficial, but significant improvements can still be
seen for some test problems. For example, the decomposition algorithm reduced the optimality gap from 34.9% to
11.0% for the test problem with 4,000 jobs, job intervals equal to 25 time units, partition intervals equal to 25 time
units, and a budget of 5.

On the other hand, the results show that the decomposition algorithm performs better when the job interval is shorter
than the partition interval. To illustrate this more clearly, we solved a sequence of problems where, within a single
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problem, some jobs had job intervals of 25 time units and some jobs had job intervals of 50 time units. We fixed the
total number of jobs to 10,000 and varied the number of jobs with job intervals of 25. The results are shown in Figure
4. The x-axis shows the number of jobs with time intervals of 25 time units, n,5, and the y-axis shows the optimality
gap. The decomposition algorithm works better as nys increases, as shown by the decreasing optimality gap. The
reason for this is that, when the job intervals are shorter, [P;| is smaller, and Constraint (4e) is less likely to be violated
at a given node in the B&B tree.
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Fig. 4: Effect of job interval on the decomposition algorithm. The test problem has a budget of 3 and a partition
interval of 25. The number of jobs with time intervals of 25, njs, is shown on the x-axis. The total number of jobs
is 10,000. The resulting optimality gap for each problem is shown on the y-axis. For a fixed partition interval, the
optimality gap improves as the average job interval gets shorter because |IP;| decreases.

6. CONCLUSION

We presented a mixed-integer linear programming (MILP) formulation to optimally design a sensor system for space
situational awareness, including selection of both sensor technology and sensor location. The MILP formulation
properly distinguishes between static and gimbaled sensors by embedding a scheduling problem for each gimbaled
sensor in the MILP. Additionally, the MILP formulation is remarkably generic and can be applied to related problems
such as constellation design. Because the MILP can be computationally challenging for large numbers of jobs and long
time horizons, we presented a decomposition algorithm that partitions the overall time horizon into a number of smaller
intervals. As a result, we can solve a number of smaller MILPs within a parallel branch-and-bound (B&B) algorithm.
The B&B algorithm ensures consistency between the different time partitions (e.g., each partition needs to select the
same sensors). Our computational results showed that the decomposition algorithm can significantly outperform the
full-space approach, where the original MILP is solved directly without any decomposition. Additionally, we found
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that the decomposition algorithm performs better when the majority of the job intervals lie entirely within a single
partition. Future work could consider extending the MILP formulation to a stochastic programming problem, which
would enable consideration of multiple sets of jobs and provide a design that is more reliable across scenarios not
considered directly in the optimization problem.
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